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The Safer Complex Systems
mission

All around the world people

rely on critical infrastructures to
survive, stay safe, and maintain

a good quality of life. Much of

this infrastructure is made up of
complex systems that are highly
interconnected, interdependent

on one another, and constantly
evolving. The list of complex
systems is long, continually growing,
and increasingly sociotechnical,
including: supply chains providing
fresh food from around the world
to local supermarkets; power
systems extracting energy from
wind, sunshing, tides, biomass, and
fossil fuels, and making it available
24/7 in sockets around our homes;
healthcare systems linking frontline
staff with pharmaceutical research,
PPE providers, professional training,
and accreditation; international
data networks connecting phones,
computers, search engines, and
medio; and, the financial system
allowing international credit card
usage and providing finance for
business and industry.

We live in an increasingly
complex and
unpredictable world

Some complex systems are
engineered - that is, there is a
plan, the participants are known in
advance and there are protocols
and regulations in place. A city

metro system may be complex,
but there is little ambiguity over

its geographical extent, assets,
operations, or responsibility for

the safety of the network. Other
complex systems can occur ad
hoc - there is no central authority,
players join and leave at will, and
regulation may be covered by
multiple jurisdictions. COVID-19
demonstrated that the PPE

supply chain is an ad hoc system.
From time to time, people find
themselves in a complex system-
of-systems that, until it failed, no
one had thought of as connected.
Failure of the electricity supply has
demonstrated how interconnected
many of the essential services in a
community have become.

Failures of complex
systems can have
catastrophic
consequences for
people’s lives

The rapidly-changing nature of
the world we live in means that
these complex systems exist in
the presence of swiftly emerging
technologies and unprecedented
global risks and at ever greater
levels of uncertainty and
unpredictability. When one complex
critical infrastructure system fails,
many other complex systems are
also affected, which can have
catastrophic consequences for
people’s lives. To address this
problem, in 2019, Engineering X

launched a £5 million five-year
mission to enhance the safety of
complex infrastructure systems
globally.

Our strategy

The Safer Complex Systems
mission is guided by our strategy,
which seeks to account for and
adapt to the lessons we learn as
we go. Our programme of activities
is guided by three phases, as
shown in Figure 1, and is focused
on building capabilities in four
themes, as shown in Figure 2.

Advocating is important because
we believe stronger communication
between engineers exposed to risk
and senior leaders accountable for
management will improve safety

in complex systems and help to
save lives. Convening is important
because different cultures
internationally approach safety and
risk management in very different
ways, and we can all learn from
each other. Education is important
because, as our world becomes
increasingly complex, things get
more difficult to predict as we can
Nno longer base our approach to risk
management on things that have
happened in the past. Governance
is important because it creates the
environment in which a complex
system is designed, built and
operated. It can be a catalyst for
contributing towards, rather than
helping to prevent, systemic failure.

Collectively, we believe that
progress in these four areas is
critical to designing, operating, and

Figure 1. The three phases guiding the Safer Complex Systems mission
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Figure 2: The four themes through which Safer Complex Systems aims to build capabilities

managing safer complex systems.
We are mindful of the importance
of harnessing diverse perspectives
by seeking input from people from
different parts of the world, from
different professions, disciplines,
and sectors, and with different life
experiences.

Our journey

To date, we have focused on the
Learn and Build phases. Throughout
numerous workshops, events, and
engagements with our community
members from all around the world,
we have gathered insights and
evidence to inform our activities
and produce reports.

Our 2019 and 2020 Workshops
highlighted the need for a lexicon
of safety, formulation of acceptable
levels of risk and foundations
underlying the key themes in our
current strategy and brought
together hundreds of experts from
over 20 countries to inform the
scope of a global review on the
safety of complex systems.

Safer Complex Systems: An Initial
Framework, also referred to as
The York Report, establishes

the current state of knowledge
and offers a new framework for
understanding and improving the
safety of complex, interconnected
systems in a rapidly changing and
uncertain world. This framework,
shown in Figure 3, describes

how risk moves through a

specification/design phase and
an operations phase, during which
periods mitigation is possible, and
manifests as systemic failures
during operation. Interventions

to reduce the risk are enabled

or constrained by three layers -
governance, management, and
task/technical layers.

Our study exploring the Exploring
the safety of super-sized
structures, highlighted the fact

that few large structures exist
simply as engineering structures,
as they are often thought of,

but rather most form part of
complex sociotechnical systems.
Convoluted feedback loops and
interdependencies between natural
systems, human-made systems,
individuals, and organisations give
rise to emergent and adaptive
behaviour, which makes examining,
and understanding complex
systems particularly challenging.

The Safer Complex Systems
case studies

The Safer Complex Systems
community identified a lack of
case studies, which may provide

a useful tool for education and
professional development, as
evidenced by their use in MBAs and
business, on complex systems. To
address this gap, in 2020, we held
a call for proposals of case studies
on complex systems under two
categories:

* Type A: Case studies covering
well-documented events where
the authors do not need to
undertake significant research.

e Type B: Case studies into
events that have not been
fully documented and the
authors need to undertake
more extensive research, before
writing the case study.

Each proposal was reviewed by
two experts in the specific field and
all proposals were reviewed by our
case study steering committee.

We proceeded to commission

the development of 18 unique

case studies (10 of Type A, 8 of
Type B) by awardees from across
academia and industry. The case
study development was a dynamic
process in itself, conducted over

a period of 18 months by the
awardees, in collaboration with
their own networks and under the
mentorship of experts from our
case study steering committee,
chaired by Professor Brian Collins
CB FRENg.

As you will see in the following
pages (see Chapter 2: Case
studies), the case studies cover
a wide variety of complex
systems successes and failures,
past and present, around the
world - from train derailments in
the UK, to flood protection in the
Netherlands, systemic failures in
nursing home care in Australiq,
emergence of cycling systems in
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Figure 3: The York Framework for examining complex systems

Colombiq, fire risk management

in Bangladesh, South Africa, and
the US and failure of humanitarian
supply chains during COVID-19.

By examining specific events,

and reflecting on the York
Framework (Figure 3) where
relevant, these case studies seek
to provide insights into how the
design, construction, operation,
management, and governance of
complex systems may result in safe
or unsafe outcomes. With a cross-
sector, multidisciplinary and global
lens, it is possible to draw out
common key lessons learned from
across the collection (see Chapter
3. Conclusion), and we encourage
readers to explore all case studies,
rather than only those of direct
relevance to their sector, so as to
maximise transfer of knowledge.

Safer complex systems
terminology

There is a substantial body of
theory and practice in the study of
complex systems and, whatever
we include or exclude here, will no
doubt cause pleasure and painin
equal measure to different readers.
Given the challenging topic areaq,
we like to think that any thoughtful
work - these case studies included
- to better understand complex
systems should be appreciated

as an opportunity to reflect and

learn, both as an author and a
reader, rather than be intended or
siloed as a right” or ‘wrong’ effort.
For those readers less familiar with
the study of complex systems, we
have provided definition of several
key concepts in terms that we find
useful, below.

What is a system?

A system may be thought of as

a set of elements in dynamic
interaction such that they exhibit
properties which cannot be
found in any of the standalone
parts. That is, a system is greater
than the sum of its parts, with
properties that are emergent. For
example, a tyre is an element of
a car system with the emergent
property of transport. Systems
may be classified into domains.
For instance, the Stacey Matrix

in Figure 4 classifies systems as
simple, complicated, complex, or
chaotic, with respect to increasing
levels of uncertainty and
disagreement in decision-making.

What is the difference between
complicated and complex?

Complicated and complex

are often mistakenly used
interchangeably, as noted in
Figure 5. Complex is defined as
something constructed of various

Figure 4: The Stacey Matrix classification of systems with respect to
decision-making'
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. many parts, it is difficult to
2 understand or analyse

4 usace Complex is sometimes wrongly
" used where complicated is meant.
Complex is properly used to say only
that something consists of several
parts. It should not be used to say
that, because something consists of

Figure 5: The definition of complex (Source: Collins English Dictionary)

interconnected components.
Complicated refers to a high level
of difficulty. Complexity does not
evoke difficulty, and something that
is complicated may not necessarily
have many interconnected
components.

A complex system is one including
several independent systems not
structurally linked to each other

but interacting. There may be
complex systems that are simple

to understand and complicated
projects that are not complex. For an
example of the latter, the design
and build of the Eurostar cross-
channel trains, involving 16 different
partners in three national consortia
with dozens of subcontractors, was
complicated but not complex. The
project could be described by the
traditional project management
tools - including work breakdown
structure, responsibility matrix, Gantt
chart, interface schedule - and the
requirements were well-defined.

By contrast, the international
banking system in 2008 was highly
complex. The numbers of ‘players’
was unknown and was continually
changing, they were subject to
many different regulatory regimes
and each had a different set of
objectives, frequently in direct
conflict with those of others.

What is the difference between
systemic vs systematic?

Similarly, in common usage,
systemic, and systematic are often
used interchangeably. However,
systematic describes the way a
process is done, while systemic is
used to describe the fundamental

nature of a system. Cleaning a
house can be done systematically
- working through room-by-room
and completing a schedule of
tasks in each. By contrast, racism
and sexism are systemic in that
it is fostered and perpetuated by
a given system of power, while

a systemic infection is one that
affects the whole body. These
case studies take a systematic
approach to examining systemic
features of complex systems.

What do we mean by safer
complex systems?

Safety is the condition of being
protected from, or unlikely to cause,
harm or danger. Safety itself can
be considered as an emergent
property of a system. This is
because, while we can design into
a system appropriate measures
and mitigations of discernible or
knowable risk, safety, or the lack
of it, emerges from the dynamic
interactions of all the parts, not all
of which can be known.

As an emergent property, there
will be numerous known and
unknown ways to increase - or,
for that matter, decrease - safety
in any given complex system at
any given moment in time, such
as by implementing mitigating
and adaptive interventions
against known risks and generally
building resilience and reducing
vulnerabilities in the system to
unknown risks.

Beyond informing future activities
under our Safer Complex Systems
mission, we hope that the cross-

cutting lessons learned (see
Chapter 3: Conclusion) brought to
light by these case studies will help
to create safer complex systems
globally.
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Cyber-physical system shortfalls in the
2011 Brisbane flood

By Dr Giuliano Punzo

Executive summary: While fuelled by unprecedented rain, the most catastrophic
effects of the 2011 Brisbane flood can be traced back to system-level shortfalls.
This case study analyses the dynamics that led the Wivenhoe dam’s operations
to aggravate rather than alleviate the flood. Responsibilities can be mapped to
three levels, and it is shown that decision making suffered fromn multiple pressures
that had built up for more than 20 years. Ultimately, this case study shows the
importance of decision-making integration across soft and hard infrastructure in
cyber-physical systems, and the consequences of failing to do so.

Tags: Wivenhoe dam,
Millennium drought, water
infrastructure, water security;,
river catchment, urban
planning, damage, casualties,
Australia

The inquiry into the 2011 Brisbane
flood revealed the role of the
Wivenhoe Dam management and
operations, exposing its cyber-
physical nature. Cyber-physical
identifies those systems where the
physical components are strongly
coupled to their control, which is
operated, supervised or steered by
humans. The naive assumption that
o dam is a large, yet conceptually
simple infrastructure is challenged
by considering the complex system
emerging from the interaction

of the dam with the surrounding
natural, economic, social and
political environment. This case
study analyses the dynamics

that led the dam’s operations to
aggravate rather than alleviate

the flood. This will be related to

the multiple pressures acting on
the dam and its management.
Looking beyond the flood event,

it is shown how failing the dam’s
objective of mitigating the flood
had its roots in a decade of
decision making that ended by
cornering the dam’s operators

and forcing them to choose

between a bad and a potentially
disastrous outcome. The case
study highlights the importance of
the integration of decision making
across soft and hard infrastructure
in cyber-physical systems. This
can be generalised to engineering
systems that play a role across
multiple complex systems, such as
the climate, the natural and build
environment and the dynamics of
large organisations.

Section 1: Background and
information

The events that led to the

second highest flood in Brisbane
in 35 years, on 13 January 201,
started much before the January
torrential rains. The events that are
reported here rely on the official
report by the Queensland Flood
Commission [1].

Built on a flood plain, the city of
Brisbane (Queensland, Australia)
has a long history of flood events,
with records dating back to 1841.

In the January 1974 flood, the
reference gauge in the Brisbane
business district measured a water
height of 5.45m (also known as
gauge height). This prompted the
building of the Wivenhoe Dam and
the consequent creation of Lake
Wivenhoe in the Brisbane River
catchment. At Ipswich, the Brisbane
and Bremer rivers merge and flow

toward the estuary located in the
city of Brisbane. The compiletion

of the Wivenhoe Dam was not
sufficient to avoid the 1995-96
flood and, more importantly, the
flood in January 201, which caused
24 fatalities and damage in excess
of $2.55BN [4].

When conceived, Wivenhoe Dam
was meant to serve the double
purpose of alleviating floods

in the wet season as well as
droughts in the dry season. In

this, it would work together with
the other reservoirs under the
Seqwater jurisdiction, in particular
with the North Pine Reservoir and
the Somerset Lake, north of the
Wivenhoe Lake. The operations of
the Somerset and Wivenhoe dams
are coordinated during floods

to maximise mitigation. All three
reservoirs have flood mitigation
compartments, that is a capacity
dedicated to alleviating floods
beyond the 100% Full Supply
Volume (FSV) or Full Supply Level
(FSL). Consequently, it is normal for
a dam, which has a flood mitigation
compartment, to exceed 100% FSL
during a flood event without risking
its structural integrity. However,

the flood compartment of the
North Pine Dam is only 0.5% of the
FSV and has, therefore, no flood
mitigation capabilities by design.
More details for the Wivenhoe

ll
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and Somerset dams are offered in
Table 1, while their location is visible
in Figure 1.

Between 2000 and 2009,
Southeast Queensland suffered the
most severe drought in the region’s
recorded history, remembered

as the Millennium Drought [5].

In October 2010, the Bureau of
Meteorology (BOM) notified the
Cabinet about the possible end of
the droughts with an exceptional
wet season ahead. A 75% chance
of above median rainfall was
forecast in Southeast Queensland

between November 2010 and
January 2011 Established La Nina
patterns would have brought an
active cyclone season. The levels of
the Wivenhoe, Somerset and North
Pine reservoirs, however, were not
lowered, despite being close to FSV
(Figures Al and A2 in the Appendix),

Figure 1. The city of Brisbane and the dams in the immediate vicinity providing for water security and flood mitigation
(Source: Map data © OpensStreetMap HOT contributors)

Reservoirs in the

immediate vicinity

Full supply Volume

Flood compartment

of Brisbane

Wivenhoe 1,051,000 ML for 2,080,000 ML between EL Controlled release through radial
current OFSL (EL 659 m AHD and EL 80.0 m gates, sluice gates and fuse
65.9 m AHD). AHD. plugs as safety devices

Somerset 303,000 ML for 705,000 ML between EL 970 | Controlled release through cone
current OFSL (EL m AHD and EL 108.7 m AHD. valves, sluice gates and crest
97.0 m AHD). gates. The outflow feeds into the

Wivenhoe Lake

North Pine 214,302 ML full the level at which gate Not linked to Somerset and
supply level, is 39.6 openings are triggered, 39.65 | Wivenhoe.
m AHD m AHD, 1,000 ML between

39.6m and 39.65m AHD.

Table 1. Characteristics of the dams in the immediate vicinity of Brisbane. The split between Water Supply and Flood
compartments refer to the Operational Full Supply Level (OFSL). AHD stands for Above Australian Height Datum [2]
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meaning that the only flood
protection they could offer was
from their flood compartments.

As the weather front approached
Brisbane from the north, flood
peaks occurred as early as 4-10
December in the Balonne River at
St George and the Dawson River at
Theodore.

By the end of December 2010,
localised floods had already
occurred along the Bremer and
Brisbane rivers. However, the official
start of the 2011 Brisbane flood
main event was not until 6 January
2011. This is the date indicated in
the official reports, including the
Queensland Flood Commission of
Inquiry report. On 12 January 201,
the 1974 flood gauge records were
broken at Ipswich for the Bremer
River (15,000 properties flooded)
and in the business district of
Brisbane, for the Brisbane River,
which on 13 January experienced

a major flood peak of 445 metres,
affecting more than 14,000
properties. On the same day, the
so-called strategy W4 was invoked,
consisting of the full opening of
the Wivenhoe radial gates, with
the consequent release of water.
This was triggered by the water
level approaching the fuse plugs,
which are safety devices meant

to release water when the level
puts the dam’s structural integrity
at risk. They are the last resort to

avoid the dam collapsing. If the
water had achieved the fuse plugs,
the release would have happened
anyway and in an uncontrollable
way. Strategy W4 made this release
controllable, although the volume of
water released was no different as
the strategy prescribes full opening
anyway.

On Thursday 13 January 2011 major
floods occurred throughout most of
the Brisbane River catchment areq,
most severely in the catchments of
the Lockyer Creek and Bremer River
(major tributaries of the Brisbane
River) where numerous record flood
heights were experienced. Beyond
the loss of 24 lives in the Lockyer
Valley and one in Brisbane, an
estimated 18,000 properties were
flooded in metropolitan Brisbane,
lpswich and elsewhere in the
Brisbane River Valley. A timeline of
the events can be seen in Figure 2,
where decision making milestones
are also present, which are
explained in the following sections.

Section 2: Analysis and
insights

Four angles on the Brisbane flood

Angle I: The joint operations of
Wivenhoe and Somerset dams

On the technical side, Wivenhoe
and Somerset dams are operated
together to minimise the impact
of floods. Starting at or close to

FSL, the inflows are balanced so
that both levels rise at the same
rate. This is commonly known as
following the target line (Figure 3).
During the 2011 flood event, both
the Somerset and the Wivenhoe
dams started with empty flood
compartments, but at 100% FSL.
Indeed, the FSL of the Somerset
Dam was 99m, one cm more

than the actual level recorded

on 31 December 2010. Wivenhoe
Dam’s FSL was set at 67.0m and
the actual level was 67.69m on 31
December 2010. The fuse plugs
are activated at 75.5m for the
Wivenhoe Dam while the Somerset
Dam cannot exceed 109.7m AHD.
To avoid this, dom operators can
open the gates and start the
uncontrolled release to the same
effect. This is triggered by a number
of conditions, including but not
limited to, the water level, its rising
or falling trend and the precipitation
forecasts. Among these, the water
level at Wivenhoe should not
exceed 74m AHD and, according
to the manual [11], the spillway
gates are not to be opened for
flood control purposes prior to the
reservoir level exceeding 67.25m.

At 21:00 on 11 January 20T, the
Dam Safety Regulator was asked
for permission to exceed a level
of 74.0m in Wivenhoe Dam for

a maximum of 12 hours in an
extreme attempt to avoid invoking

Figure 2 : Timeline of the events leading to the 13 January 2011 flood peak. Explanations about acronyms and event

details can be found in the report.
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Figure 3: Target line for the levels of the Wivenhoe and Somerset dams

strategy W4 (uncontrolled release
of water), provided the safety of
the dam could be guaranteed.
Permission was granted. The rise
in the Wivenhoe Dam level was
also due to the inflow from the
Somerset Dam, which was already
above the 102m level, meeting the
conditions for which, according to
the operation manual, water had
to be released, flowing into the
Wivenhoe Lake.

The actions taken were all in line
with the Wivenhoe operation
manual. This prescribes that,
providing the safety of the dams

is not compromised, where early
opening of the gates and/or
varying the operational procedures
at Somerset Daom can keep the
lake level below 75.5 metres, those
steps should be taken to prevent
fuse plug initiation. Also, the manual
prescribes that the senior flood
engineer may exercise reasonable
discretion in moving to strategy W4
earlier if this is able to prevent the
triggering of a fuse plug [1].

The flood commission inquiry
concluded that, considering

the flood events from 6 January
onwards, dam operators took

a reasonable course of action.
The dam gates were operated
without any impediment and both
Somerset and Wivenhoe dams
maintained their structural integrity.
In addition to this, the Queensland
Flood Commission found no
evidence against the appropriate
use of the operating target line [1].

Angle 2: Building and more
building in a flood plain

In the past 50 years, the Brisbane
population has increased at a
steady rate, passing from one
million in 1974 (the year of the

last record-breaking flood, in the
aftermath of which Wivenhoe Dam
was conceived) to two million in
2011 [8]. This posed a problem which
is twofold: first, the urbanisation
expanded in a flood plain. This
means more and more properties
were built knowing about the flood
risk. The second aspect to consider
is the freshwater demand, which
during the dry season has to be
mainly satisfied through the North

Pine, Somerset and Wivenhoe dams.

Given the very small flood
compartment of the North Pine
Dam, flood alleviation capabilities
are to be sought only through the
Wivenhoe and Somerset dams.
Between 1974 and 201, the flood
mitigation capability leaped
forward with the construction of
Wivenhoe Dam. Yet, the number of
properties at risk and the demand
for freshwater did likewise in

the 37 years separating the two
events.

After the 1974 flood, the
construction of the Wivenhoe Dam
was seen as a definitive solution,
building an ‘immunity myth’, hence
an enabler of the urban expansion
in the flood plain [12].

In fact, the increased water
demand eroded the margins
separating the conflicting
objectives on which Wivenhoe Dam
was constructed and is operated.
The 2009 version of the Wivenhoe
Dam manual, relevant to the 201
flood, lists them in order [4,11]:

1. Ensuring the structural safety of
the dams;
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2. Providing optimum protection of
urbanised areas from inundation;

3. Minimising disruption to rural life
in the valleys of the Brisbane and
Stanley rivers;

4. Retaining the storage at Full
Supply Level (for water supply
purposes) at the conclusion of
the Flood Event;

5. Minimising impacts to riparian
flora and fauna during the drain
down phase of the flood event.

From the list above, itis
immediately obvious that there is
a conflict between objectives 2
and 4.

Angle 3: The Q100

The Annual Exceedance Probability
(AEP) is often indicated through the
so-called QI100, that is the height of
water in a flood event that is likely
to occur once in 100 years and is
often considered as synonymous
with the height of flood water that
can be recorded annually with 1%
probability. This is derived using
models and available information
and used as a basis for flood risk
management worldwide and, in
particular, in Australia. The Q100 is
evaluated at different geographical
locations and drives planning
policies. At the time of the 2011
flood, the Q100 corresponded to
3.7m at the Brisbane River Port
Office Gauge [5]. This value was
calculated based on the level of
the flood water reached during the
1974 flood, then reduced following
models that considered the
mitigating effects of the Somerset
and Wivenhoe dams. The higher
the Q100 the more limitations are
imposed on urbansiation and the
kind of planning possible.

Decisions on the Q100, which
must be set as a policy matter

by the Brisbane City Council
(BCC), are hence taken under
conflicting pressures from different
stakeholder groups.

IN 1996, a year characterised
by intense precipitations and
localised floods in January and

May, a revision of the Q100 was
commissioned. First delivered to
the BCC in 1998, the best estimate
of the Q100 was 5.34m at the
Brisbane port office gauge. This
estimate was subject to several
reservations from the BCC’s

Water Resources manager as it
was based on the conservative
assumption that the Wivenhoe and
Somerset dams were at 100% FSL
at the start of the flooding event.
Despite two subsequent analyses
that confirmed best estimates all
close to 5m, BCC did not approve
any changes to the Q100 and
eventually left it unchanged. In
2003, a special commission was
asked to estimate the Q100 again,
within just five weeks and without
undertaking any further modelling.
The new recommended figure
was 3.3m, subsequently adjusted
to 3.5Im and finally 316m in 2004.
The BCC was satisfied with the
figures all being below the 3.7m
existing one and made no change
to it. Indeed, it appears that the
2003 figure was derived on the
understanding that the Wivenhoe
and Somerset dams could reduce
downstream peak flood flow rates
between about 35% and 60%,
which is far from what happened in
2011 [5,10]

Looking at the 2011 event, the peak
flood level at the Brisbane River
Port Office Gauge was recorded at
02:57 on 13 January 2011 at 4.45m.

The time in which the crucial
decisions about the Q100 were
taken, as described above,
partially overlapped with the
Millennium Drought (2000-2009)
[9], which also withnessed an
uninterrupted population growth.
Both factors are likely to have
pushed such crucial decisions
onto a political ground, even
when they should have been
science based only. To this effect,
it is important to report verbatim
the Queensland Flood Inquiry
Commission’s report: “A flood
study is a scientific investigation;
it involves no matters of policy” [,
pg 41].

Angle 4: Inertia and (lack of)
leadership

Although Seqwater kept the formal
management responsibilities, it
subcontracted the operational
management of the Wivenhoe,
Somerset and North Pine dams

to Sunwater during flood events

for more than 10 years up until 1

July 2011. This arrangement saw
many responsibilities as operator

of the dams delegated during
times of flood. However, it appears
that Segwater did not ensure the
continuity of the arrangement
throughout the 2010/2011 wet
season. The actual agreement
expired on 31 October 2010 and was
not extended until 24 December
2010; but no formal agreement

was in place between 1 November
and 23 December 2010. The flood
management service by Sunwater
continued nonetheless, according to
the terms of the expired agreement,
with acceptance from Segwater

[2]. This dangerous situation may
be considered as a symptom of the
intricate decision-making pathways
crossing several political and
technical levels and the possible
lack of identified leadership in

the time leading to the January

201 flood event. The crossing of
communications at different levels
that resulted in no actions taken
about the FSL of the Wivenhoe and
Somerset dams are even more
striking evidence of this.

In October 2010, the Minister

for Natural Resources, Mines

and Energy, Stephen Robertson,
launched an inquiry into the
possibility that the full supply level
of Somerset, Wivenhoe, North Pine
and Leslie Harrison dams might
temporarily be lowered. Indeed,
the Bureau of Meteorology had
warned the Cabinet about the
forecast for an unusually intense
wet season ahead, with a 75%
chance of above median rainfall
in South-East Queensland and

of an active cyclone season. The
forecasts were based on evidence
of established La Nina patterns,
expected to persist until at least




Safer Complex Systems
Case Studies

March. Such events are historically
correlated with tropical cyclones
in the Coral Seq, leading to above
normal rainfall persisting over
Queensland.

As a result of this, the Water

Grid Manager and the Minister
agreed on a formal letter in which
the minister asked the Water

Grid Manager’s urgent advice
about options for, and benefits of,
releasing water from ‘key storages’
- at a minimum, Wivenhoe, North
Pine and Leslie Harrison dams -

in anticipation of major inflows
over the coming summer. This
correspondence was dated 25
October 2010. Although anticipated
through informal briefings, an
official response to the letter

was dated 24 December 2010. In
essence, the response suggested
that the benefits of a temporary
reduction in the level of Wivenhoe
and Somerset dams (to 95% of
the combined full supply level)
would have been negligible as
protection against medium and
maijor flood events. To improve
flood mitigation, the release should
have been as great as 16% or
more. However, it should be noted
that on 24 December, Queensland
had already suffered increased
precipitations and localised floods
and on 25 December, Category 1
Cyclone Tasha crossed the coast.
The minister eventually decided
that no actions should be taken.

On 20 January 2011, when the

scale of the devastation was
apparent, the minister requested
that Seqwater’s report on the
recent flood events at Wivenhoe
and Somerset dams include
considerations on the effect of the
full supply levels. After maintaining
the ‘no actior’ line and noting that
the tension to ensure water security
motivated the FSL decision on
policy grounds, on 13 February 2011
Mr Robertson had to reconsider

his decision. He issued a media
statement in which he announced
that Segwater had formally
recommended that Wivenhoe Dam
should be temporarily reduced

to 75% of its full supply level as a
precaution against the ‘second
strongest La Nina pattern in history”.
The impact of this decision is visible
in the volume reduction shown on
the right side of Figure Al in the
appendix.

The inertia that emerges at this
level of control over the dam
operations saturated the ability of
the engineering level of control and
is striking evidence of the cyber-
physical nature of the system.

A complex system framework for
safety

The Wivenhoe-Brisbane case

can be illustrated through the
Complex System Safety framework
[6] which provides a conceptual
arrangement of the elements in

a complex system that lead to its
systemic failure. Such elements
are the exacerbating factors;

the causes of complexity; the
consequences of complexity;

the design-time controls; and

the operation-time controls. In

the Wivenhoe-Brisbane case,

the failure is not the physical
collapse of the dam but can be
found in the system-wide issue

of failing to conciliate the needs
of a growing population with long
term management strategies

of the whole cyber-physical
system, including the urbanisation
as well as the green and blue
infrastructures and the people. This
eventudadlly led to the uncontrolled
release of water from the dam,
which is the physical and visual
aspect of the systemic failure.

Based on the description of the
events and the analysis of the
different dynamics, the opacity

of the decision-making process

is the common trait to all the
exacerbating factors, which
became explosive when projected
in highly expected and highly
uncertain La Nifa patterns.

The Wivenhoe system presents
complexities on all levels. Technical
complexities are linked to the

fact that the reservoir is part of
the network of reservoirs meant

to provide relief from both floods
and droughts. Moreover, it feeds
into the Brisbane River, which

has tidal characteristics. This, in
turn, links to the governance and
management complexities as the
dam serves the interests of diverse
stakeholders, who exert pressure at
different levels of governance and
management.

The networked nature of the
reservoirs implies the need for
coordinating their operations. It
is impossible to discharge water
from the Somerset Dam without
filling the Wivenhoe Dam. Decision
makers at governance and
management level are therefore
presented with a multifaceted
problem as the solution has to
satisfy more than one objective
and more than one group of
stakeholders.

Design time controls in the system
were made ineffective by the large
population growth in Brisbane,
making such controls outdated and
unable to cope.

On the other hand, operation

time controls had to deal with a
system composed of subsystems
that move at different speeds.

The physical perturbation to the
system, i.e, the inflow of water, has
a time scale of hours and is well
matched by the reactiveness of the
dam’s operations. However, more
effective operation time controls -
those that should operate ahead of
a catastrophic event - have been
shown to belong to higher control
authorities that move on a longer-
term timescale of months to years.

Figure A3 in the appendix uses
the York University framework [6]
to report in a schematic way the
above considerations.

In the case of the Brisbane flood,
however, while some of the factors
can be framed within a single
layer, their interaction cannot be
captured in this way. As becomes
clear in the following section,

the different speed at which

the different layers moved, from
many months to hours before the




Safer Complex Systems
Case Studies

uncontrolled release of water,
determined the catastrophic failure
that the Brisbane flood is mainly
remembered for.

Section 3: Discussion and
transferable learnings

Looking at the structural integrity
and functionality of the gates,
there is little that can be imputed
to the Wivenhoe and Somerset
dams and their operations from 6
to 13 January 2011. However, those
operations have been the focus
of long investigations as the dams
are the main flood mitigation
devices for the city of Brisbane.
This concentrated the attention
on technical aspects, looking

at possible engineering failures,
unsuccessfully. Although left with a
large degree of discretion, and with
several data sources to interpret
about the flood development, the
engineers did what they could
within what was allowed by the
manual of operations to mitigate
the flood. As a matter of fact, the
outflow from the Wivenhoe and
Somerset dams never matched

or exceeded the inflow during the
flood event [3].

If any early water release to free
capacity were to be attempted,
this should have happened in
December 2010. The choice,
however, to keep the reservoirs at
100% FSL determined the limited
ability to mitigate the flood effects.

This was, in turn, due to the long
delay between the flagging of

an intense rain season and the
decision on the FSL. The decision
was taken on political ground,
rather than technical or scientific,
and it can be argued that the

final decision was biased by the
recent memories of the hardship
caused by the Queensland’s
Millennium Drought (2000-2009).
Nevertheless, the slow pace of the
process, starting with the request
for urgent advice on28 October
2010 that only received a response
on 24 December, would have made
any lowering of the FSL too little
and/or too late.

A striking piece of evidence of
the over reliance on technical
solutions for complex (beyond
technical) problems is apparent
in the contrast between the
extremely detailed guidelines
from the operation manuals of the
dams and the extremely vague
prescribed timeline in which the
decision process on the FSL is
supposed to take place.

The politicisation of decision
making was at the root of the
discretionary discarding of three
Q100 assessments higher than the
current one. This allowed continued
urban growth in the Brisbane

flood plain. While politics has to
balance conflicting instances

and be able to compromise on
different stakeholders’ objectives,
scientific assessments should be
taken as inputs to policy making.
In the Brisbane case, it appears
that the separation between
policy decisions and technical/
scientific assessments was either
blurred or the two were looping
onto each other. Policy making

is, and should be, guided by
scientific evidence, but closing the
loop, i.e, allowing policy to steer
scientific assessments in return,
introduces a complexity-enabled
fragility, as highlighted by the Q100
determination in the Brisbane case.

Finally, the Brisbane/Wivenhoe
case teaches us that the
boundary of complex systems is
not just difficult to draw on the
geographical map (what dams,
what catchments, what weather
patterns) or on the engineering
blueprints (what technical features
of the dams, what element of the
basin). The analysis of the Brisbane-
Wivenhoe complex system, even
when confined to the spatial extent
between the Brisbane urbanisation
and the Wivenhoe Lake, presents
poorly defined time limits. These
could start from the design
specifications at expectations in
the building of the Wivenhoe Dam
(1985), as well as from the revision
of the Q100 for Brisbane (1996),
from the start of the Millennium

Drought (2000), from the issue

of the seasonal forecast for
Queensland (October 2010); from
the start of the torrential rain and
from the (non-) decision about

the FSL (December 2010), or from
the declaration of the flood event
(6 January 201). The latter was
chosen as the starting time point in
the official flood commission report
[1]. Furthermore, such a complex
system presents poorly defined
limits on the systems governance
and management charts. This
allowed for discarding scientific
evidence for the new definition of
Q100 but did not compel anyone

to take a timely decision about the
dam'’s FSL.

What was well defined is the
seguence of operations and
discretion that the dam'’s

operators have when a flood

event is declared. This appears
once again to stem out of
considering engineering as the
solution to policy, governance and
management flaws. It is now clear
that, rather than looking for a single
culprit, the causes of the failure lie
in the cyber-physical nature of the
Brisbane Wivenhoe system, that is,
in the interwoven layers of physical
infrastructure, their management,
the political decisions that
determined the Q100 for Brisbane,
etc. This is the focus of the next and
final section.

Generalised learning and how we
can leverage it

The government of the
engineering and the science of
the civil government

Norbert Wiener defined Cybernetics
as the study of control and
communication in the animal and
the machine. Before him, André-
Marie Ampere used the word
Cybernetique with reference to the
science of civil government [7].

The term Cyber-physical systems
nowadays identifies those systems
where the physical components
are strongly coupled to their control,
which is operated, supervised or
steered by humans.
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The case of Wivenhoe Dam
exemplifies a class of engineering
systems which are, per se,
conceptually simple, but become
complex from the time they are
inserted in a complex environment.
An element that is always present
in these cases is the human
action, which makes most complex
systems cyber-physical.

The popular image of a dam as

a concrete wall might not be
easily identified with a complex
engineering system. However,

the resulting engineering of the
natural environment in which the
dam sits becomes a complex
engineering system and therefore
must be treated as such. This
changes completely the safety
requirements of the system, from
a purely structural angle to one of
operation management. Similar
considerations extend to systems
large enough to impact people
who feed back into the systems
via political representation. In
essence, any large infrastructure
project can be subject to the
same considerations. Examples
of this are the projects currently
shaping developing countries,
such as the logistic corridors

in East Africa, including the
transport infrastructure, as well
as oil ducts from South Sudan

to the Kenyan coast; the Grand
Ethiopian Renaissance Dam,
raising the complex geo-political
issue of limiting the flow of the
river Nile to Egypt while being built
completely outside its borders;
the Gwadar port city in Pakistan,
or in the developed world, the
smart motorway system in Britain.
All of these have the potential -
and some have already proven

it to be the case - to shape
society, urbanisation and resource
utilisation and therefore cannot
be expected to deliver, and
deliver safely, just by means of
engineering.

Static procedures in a highly
dynamic environment

The idea of static operation

procedures to regulate a system in
an extremely dynamic environment
is a liability to the safety of the
system. For such long-living
systems, design-time control’s
effectiveness fades in time as it

is dwarfed by the lifespan of the
designed object.

In the case of Wivenhoe Dam, the
rapid reaction and revision was
relegated to the dam operations.
However, when the whole system
includes the urbanisation and the
natural environment, the dynamic
components of the system become
much more heterogeneous. The
increased demand for water
provision in the 30 and more
years of expanding urbanisation
eroded the safety margins that
could have provided a buffer for
the contradiction in the system
objectives (i.e, having the dam
both full and empty). At the same
time, the dom was seen as the
green light to virtually unconfined
urban development. In transport
systems, this is known as induced
demand, meaning the increase in
demand for some transport modes
or routes fuelled by their increased
capacity. While engineering cannot
solve this fundamentally social
problem, the use of common
infrastructure, it can indeed help
by supporting existing assets

with demand management
strategies, which are at the

heart of systems engineering. As
with every ecosystem, the built
environment has to fare within

the resources available, meaning
that managing infrastructure’s
user load can be considered as
the built environment equivalent
of thriving within the resources of
the natural environment. This could
be achieved by implementing
control and feedback strategies
to include the users in the design
and management process. The
alternative is the reactive fashion
with which policy has invested

the engineering of the iterative
solutions of iteratively generated
problems. Unfortunately, such an
alternative is flawed.

The challenge of dynamical
systems in a highly dynamical
and uncertain environment

Having the cyber (intended as
human) and physical (intended
as hard infrastructure) parts of a
system efficiently working together
presents as many challenges

as opportunities. The challenges
of defining the FSL as early as
October for the Wivenhoe Dam is
comparable to allocating space
in refrigerated warehouses for the
food supply chain or to secure
stocks of personal protection
equipment for health operators.
While accountability requires a
human sign-off, decision support
tools may, and should, stay
separate from human biases. A
decision support tool that, on a
day-by-day basis, forecasts a
dam’s FSL (not just the level) or

a warehouse’s floorspace would
face the challenge of integrating
the right information in the right
amount, which would still imply
human decisional intervention.
Yet, achieving such a level of
unbiased directions would enable
accountability across the system
with neater contours than is
currently possible.

Complex systems, when
considered holistically, are evolving
systems [13]: the time factor is
pivotal. The image of the giant,
monolithic Wivenhoe Dam as

an engineered artefact, static in
space and time, is in this sense
deceiving. As soon as we extend
the system to the natural and built
environments surrounding the dam,
the stakeholders, the governance
and management, the imposing
Wivenhoe Dam is scaled down
from the system to a component of
it. Strikingly, the engineered artefact
is likely to become the most static
part of all the system components.
Every other component in the
system moves, changes and gets
transformed in time. Capturing
these parallel evolution patterns
and how they impact on the entire
system can be the key to safer
complex engineering systems.




Safer Complex Systems
Case Studies

Appendix

Figure Al Percentage of full supply volume for the Brisbane and Wivenhoe dams from the start of the Millennium
Drought (200) to March 2011, Note the reduction in volume decided for the Wivenhoe dam after the 2011 Brisbane
flood to the right of the diagram. Data by Segwater.

Figure A2: Percentage of full supply volume for the Brisbane and Wivenhoe dams from October 2010 to
January 2011. Data by Segwater.
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Figure A3: Complex system safety framework, as developed by the University of York [6], applied to the case of the
201 Brisbane flood. The three shades of green correspond, from pale to dark, to the governance, management
and task/technical layers to which the different factors/approaches belong. The framework groups the factors in
‘elements’, here, represented as boxes with a grey shade.
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Australian climate extremes and building transport

network resilience

By Dr Kristen MacAsKill, Dr Marlies Barendrecht, Dr Catherine Tilley

Executive summary: This case investigates the role of the Queensland
Reconstruction Authority (QRA) in improving resilience of the road network
in Queensland, Australig, following floods in 2010-11. Over ten years the
QRA’s remit expanded from oversight of asset repair to include longer-term
hazard exposure concerns and community-oriented initiatives. Capabilities
(developed in response to a crisis) have been maintained through the QRA
transitioning from a temporary to a permanent entity.

Tags: Tropical Cyclone Yasi,
transport, road network,
regional crisis, local community,
resilience theory, flood risk,
technical and adaptive change,
Cynefin framework, capacity-
building

Section 1. Background and
introduction

Infrastructure system resilience
requires not just engineering
design expertise, but also an
understanding of exposure to
hazards, how that exposure is
changing, and how the rules
governing decisions determine
certain outcomes. This case study
focuses on the implications of this
for transport infrastructure, with a
primary focus on roads. It covers
a series of major flood events and
their impact on the evolution of
disaster risk governance and the
resilience of road infrastructure in
Queensland, Australia.

The case presents the need

to adopt a systems approach

to safety in addition to more
traditional engineering concepts
of safety. Traditional road transport
safety focuses on how asset
design and management minimise
accident frequency/severity on
the road itself. While systems
thinking has been incorporated

into transport safety in recent
decades, this case takes the
concept further. It adopts a socio-
technical systems perspective
that considers the criticality of
the service provided: community
survivability and resilience is
fundamentally linked to the
availability and functioning of
transport connections.

Australia often hits global news
headlines with climate extremes -
droughts, fires and floods. Extended
drought in the early 2000s led

to major investment in water
treatment and recycling systems.
This period was immediately
followed by major flooding in 2010-
1. The extent of damage caused
by this flooding resulted in the
establishment of the Queensland
Reconstruction Authority (QRA)

to fill a major capacity gap in

the management of a state-

wide reconstruction process. The
establishment and evolution of
the role of the QRA provides a
case for exploring the evolution
and advancement of disaster risk
governance and the implications
for how critical transport assets
are managed. A more detailed
description of what happened in
Queensland and the approach

to creating this case study is
available in the longer version of
this research, which presents more
detailed evidence.

“We can’t stop these floods.

The scale of them is beyond

the resources of government

to deal with. So, we are a flood
city. We’re a River City. We'll
forever remain that way. So, let’s
accept that and not pretend
that someone is coming in on
their white shiny horse [to] build
.. some kind of hard engineering
solution here that’s going to fix
the problem. And working that
through with the community to
get that acceptance, [we can]
then talk about: ‘Well, what can
we do to adapt or to reduce
the consequence?’ which was
sort of the start of our journey
on resilience.” (Case study
interviewee)

Context

Queensland, Australia, has a
population of approximately five
million people (Australian Bureau

of Statistics, 2020a0) and an

area of 1.7 million km?, more than
seven times the size of the United
Kingdom. Of the total population

of Queensland, 64% lives in the
(mainly coastal) cities and the rest

in rural areas (Australian Bureau of
Statistics, 2020b). The state has over
183,000 km of roads (Department

of Transport and Main Roads, n.d.)

of which 18% is managed by the
state’s Department for Transport and
Main Roads (DTMR) (Queensland
Government, n.d.) (see Figure 1).

22



Safer Complex Systems
Case Studies

Reconstruction of the Richmond
Road in 2011 and 2012 after
the road had been damaged due
to flooding cost AU$ 275,000.

In 2013 the road was damaged
again with reconstruction
costing AU$ 1.6 M. Betterment
implemented in 2013 has
prevented the road from being
severely damaged again during
subsequent events.

Villis Bridge on
the Niebling Road
is the only access

for approximately 12
properties. In 2013 the
bridge got destroyed,
restricting access
to those properties.
With betterment
money a new, safer
concrete bridge was
constructed. The bridge
has remained undamaged
during subsequent
flooding, avoiding AU$
6.4 M of additional |
reconstruction costs.

of the road.

Cairns

0 250
— ]
km

—— State Border
Local Government Border
—— State Owned Road

@ Population of 50,000

Richmond-Winton Road links
several major towns and
provides a detour when y
the Kennedy Developmental V]
Road is impassable due to
flooding. DTMR invested more
than AU$ 8 M in betterment
works to increase resilience

‘ Population of 2 M

Pace Road in Townsville had
been damaged by successive
events. After the 2019 event,
reconstruction included a AU$
235,000 betterment project

to stabilise the pavement

and seal the road. In January
2021, the road was subjected
to flooding again, but did

not incur any damage, avoiding
reconstruction costs of more
than AU$ 235,000.

Figure 1. State owned road network of Queensland, Australia. Red lines represent state owned roads. Grey lines represent
local government borders. The 10 biggest cities/towns in Queensland are shown (with a population of 50 thousand or
higher). Annotations provide select examples of recovery interventions that include build back better (betterment) of the
transport infrastructure system. For reference: AUS 1is approximately £ 0.54. Sources: State of Queensland (Department
of Resources), 2021a (state road network), Australian Bureau of Statistics, 2011 (country borders), State of Queensland
(Department of Resources), 2021b (state borders); State of Queensland (Department of Resources), 2021c (local
government borders), Queensland Reconstruction Authority, nd. (betterment case studies).

The climate in Queensland varies
from tropical to very dry and

the state has a long record of
droughts and floods. After a long
period of drought, flood events in
2010/M resulted in unprecedented
damage estimated at AUS 15.7
billion (approximately £8 billion)
across the entire state (World Bank
and Queensland Reconstruction
Authority, 20T11). In response to this
event the QRA was established
as a temporary organisation

to oversee the reconstruction
process. The QRA was given the
mandate to distribute funds made
available by the national and
state government. The QRA's task
was to deliver this funding to local
councils who had assets in need
of repair or reconstruction and to
provide coordination and efficiency
that could not be achieved by the
councils managing their individual
programmes alone.

Over the past decade, the way

in which the QRA undertakes its
role has evolved. It started out by
managing reconstruction projects,
focusing on repair and returning
the road network to a condition
that resembled pre-disaster
function. This was predominately
driven by the rules surrounding the
allocation of federal funding. The
QRA’s remit was then expanded to
allow greater scope for increasing
robustness through the introduction
of a build back better fund. More
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recently, the remit was expanded
even further following the QRA’s
establishment as a permanent
entity. It has since become more
involved in community resilience-
building initiatives. Figure 2
provides an overview of the events
and changes that have occurred,
as well as the development in
knowledge that were necessary to
facilitate these changes (explained
further in the next section). The
development of activity can be
characterised through changes

in the system boundaries of QRA's
remit, reflected in the ‘system
intervention’ in Figure 2.

We adopt a version of Showden and
Boone’s (2007) Cynefin framework
to explain the nature of this
changing remit'. Initially the system
of intervention for QRA consisted
mainly of the road network assets.
Following an initial period of ‘chaos’
in establishing the organisation
during a response phase, we
suggest that the organisation
settled into something that could
be classified as a ‘complicated’
operating basis. Expert engineering
knowledge was necessary to

Repair

Physical infrastructure asset
repair and rebuild

develop solutions for reconstruction
and the solutions were mainly
technical interventions (for example
reinstating road pavements).

Over ten years the QRA's system

of intervention has expanded

to include wider considerations

for the environment (such as the
future threat of natural hazards)
and communities. This goes
beyond the initial mandate of
recovery programme coordination
and involves a more ‘complex’
operational context. This requires
different types of knowledge and
there are not always obvious
engineered solutions to problems.
These developments were the result
of repeated experience of flooding
and the associated learning and
capacity building that resulted from
that. The repeated experience also
provided the political will to look for
more holistic approaches towards
the management of flood risk
(Figure 3).

Section 2: Analysis and
insights

In this section we examine three
key themes in the evolution of

Reform

More formal recognition of possible
ongoing climate impacts

resilience management of transport
infrastructure in Queensland

and the role of the QRA. While

these themes can be considered
separately, they are closely linked,
and their combination has been
important for Queensland’s path

to improving its disaster resilience.
Key learnings from this case can be
drawn through these themes.

The Queensland Reconstruction
Authority as a resilience broker

The formation of the QRA led to a
process of transition in managing
checks and balances of disaster
recovery at a local, state and
national level. The QRA had to
engage local governments to

help them in that transition and, at
the same time, had to show the
Australian Government that they
knew what they were doing. From
the start the QRA worked to build
relationships and trust with the
local, regional and national levels
of government. These relationships
allowed them to act as a broker for
building resilience in two directions.
From the top down, they receive
lump sum funding from the national

Resilience

Working more proactively with

communities
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Figure 2. Timeline of events in Queensland that led to changes in QRA's responsibilities.
The figure shows the changes in the system encompassed by the QRA’s remit, as well as the development of
knowledge over the past decade. The timeline shows the most important events and only includes the most
severe flood events. DRFA = Disaster Recovery Funding Arrangements, which replaced the NDRRA: Natural Disaster

Relief and Recovery Arrangements.
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Figure 3. The Cynefin framework applied to road infrastructure decisions. Each domain has different
characteristics and requires a different approach to management. Also, the approach to managing
resilience varies depending on the domain. Adapted from Snowden and Boone (2007) and Chester et al
(2019) and a hierarchy of resilience measures presented by MacAskill & Guthrie (2015).

and state government, who place
trust in the QRA to distribute that
funding to local governments in an
efficient and effective manner. From
the bottom up, the local councils
appeal to the QRA for changes in
policies and funding arrangements.
They share their needs with the
QRA and the QRA can advocate

for change at a regional and
national level. One example is

the Betterment Fund, which was
called for by local governments,
advocated for by the QRA and
eventually funded by the Australian
and Queensland Governments.

The ability of the QRA to act

as a resilience broker can be
summarised by some key
characteristics of the QRA as an
organisation:

1. It has a mix of permanent
employees and temporary
employees from government
departments and contractors. It
draws on knowledge from both
the public and private sectors
and distributes that knowledge
to local governments, when and
where needed. It can scale its
operation up and down to meet
demand.

2. It facilitates resilience-building by
bringing people together. Local
forums have expanded into
regional strategy development
activity.

3. It has the financial capacity
to take on risks for initiatives
where there are potential wider
benefits to be gained through
shared learning. Together with
local councils, the QRA facilitates
the implementation of new plans
and new solutions. This has been
aided by the support of the state
and national government.

4. The QRA has demonstrated the
ability to operate within the legal
bounds and evidence-base
requirements. At the same time,
it has built relationships with the
local councils, allowing them to
implement new projects and
ideas with their cooperation.

The relationships are not always
smooth. While local government
representatives express
appreciation for their relationship
with QRA, there is also some
discontent. This is associated
with (A) the added burden of
processes developed for claiming
compensation and (B) local

coordination does not extend to the
established local presence of the
QRA in more remote regions.

Funding Arrangements

Recovering from a severe flood
event may require redistribution of
money across different levels of
government as the costs can be
well beyond a local government’s
financial capacity to manage.
This is where special recovery
financial mechanisms come into
play, often involving national
government subsidy of local costs.
There are several ways in which
the availability of funding and the
arrangements surrounding the
distribution of funding can hinder
or facilitate resilience building.
Queensland’s experience provides
some examples:

1. The main recovery funding
provision in Queensland did
not, until recently, provide for
betterment. A separate line of
funding for betterment existed
but was practically inaccessible.
This limited the options for
improving the robustness of
assets when the QRA set out to
manage reconstruction after the
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2010/1 floods. However, building
on the experiences of managing
repeated flooding, it was able

to negotiate a new funding
mechanism. From 2013 onwards
the Queensland Betterment Fund
allowed for ‘building back better’
by increasing the robustness

of infrastructure assets with
respect to flooding (See Figure 1
and Figure 4 for examples).

In addition, the new Disaster
Recovery Funding Arrangements
(DRFA) introduced in 2018 provide
an opportunity for reconstruction
programme savings to be spent
on other preparedness and
resilience-building initiatives.

2. Allowing local councils to
implement the reconstruction
work can result in efficiencies
and, under the new DFRA, can
help save money that can be
used for resilience building. Put
in other words: paying the local
government to do the work is
resulting in savings that can be
spent on other projects.

3. Arelated financial factor is the
capacity of local councils to
invest early to mitigate flood
risk. It is generally accepted as
impractical to engineer a solution
to fully prevent flood damage
and achieve an absolute level
of safety. Instead, there is an
acceptance of the need for
communities to cope with
some level of flooding. The local

councils recognise the need for
improving community resilience
and the funding made available
for these purposes (via the
QRA’s wider resilience agenda)
has been used for a variety of
information campaigns.

This case shows that, in the

short term, revising funding
arrangements can help remove
barriers to resilience building. This
has been implemented with the
aid of the QRA. However, limitations
remain and there is ongoing debate
over finding a balance in investing
across mitigation, preparedness
and recovery. The benefits of
resilience building are not easily
captured in standard cost-benefit
analysis processes.

Explicit and tacit knowledge

One of the key capabilities that

the QRA has developed over

the past decade is knowledge
acquisition. Here we make a
distinction between two types of
knowledge the QRA has gathered
and developed: explicit knowledge
(design standards and evidence of
flood damage) and tacit knowledge
(managing social relationships).

The QRA has accumulated
extensive knowledge on the state
of the road transport network. It set
up a database containing damage
and repair data that has been
gathered through local councils
and the DTMR. This has helped

resilience building in Queensland in
several ways. It provides evidence
for funding claims, enabling more
transparent claims management.
It also provides the QRA with the
evidence to make a case for
changes in funding arrangements,
such as in the case of the
Queensland Betterment Fund.
Finally, the database allows for a
more comprehensive analysis of
the state of the transport network
than existed before. This can assist
in finding vulnerable points in the
network.

Tacit knowledge also developed
over time. When established in
2011, the QRA focused on repairing
assets. It was responsible for
overseeing the distribution

of funding and, as a result,
developed knowledge on how

to effectively manage a state-
wide programme (for example

it developed and implemented
processes for funding applications
and approvals, including the
development of online platforms).
The QRA also developed

new networks and became
knowledgeable in managing the
relationships with local councils,
state agencies and the federal
government. When its remit
expanded to include community
resilience, its experiential
knowledge expanded to creating
awareness raising campaigns
and increasing community
preparedness. Thus, throughout

Figure 4: Aurukun Access Road (the only road link to and from the Aurukun community). Left: Gravel road that was
damaged in 2010, 201, 2012 and 2013. Right: Bitumen seal instated in 2013 along a 10 km vulnerable section. This
has since withstood the impacts of eight natural hazard events (photos courtesy of QRA).
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the past decade the QRA acquired
knowledge with very different
characteristics: from technical, to
financial management, to social
and cultural.

Section 3: Discussion and
transferable learnings

This case study calls for
management approaches that go
beyond a mindset that focuses on
infrastructure as a complicated
system to an approach that
engages more holistically with

the complexity associated with
the infrastructure system as a
service. While the context for

this case study is specific, there
are some observations that

may be generalisable to other
organisations seeking to improve
societal resilience.

There are two distinct types of
change within this case study:
technical and adaptive (Heifetz

& Linsky 2002). The QRA began

its work facilitating technical
changes, such as improving

the engineering standards and
advocating to change eligibility
requirements for rebuilding

roads and bridges. Repeated
flooding resulted in repeated
damage, helping to create the
business case for going beyond
restoration to a former state
(through repairs and treating the
problem as ‘complicated’). To build
resilience in the system, the QRA
had to take an adaptive approach
to leadership - redefining and
expanding its interventions in a
way that is reflective of managing
complex problems. The QRA began
this work as a perceived natural
extension of its activity, although
there was no formal mandate to
do so.

This process of adaptive change
had several distinctive features.
First, there has been a multi-year
process of engagement with local
communities. This has allowed the
QRA to build social connections
across the system so that it can
understand local needs and help
build local capacity. Although there

is some centralised expertise in
the system, there is an important
role for the local communities
themselves to develop responses
to flooding in their area. Second,
the development of a database
of damage and repair information
means that people from across
the system have a shared way
of seeing the network, despite
there being hundreds of miles of
distance between stakeholders.
This combination of activities
means that the QRA has made
the network socially denser—in
effect, more complex—but at the
same time has made it easier to
understand its characteristics.

This added social complexity

may seem counter intuitive.

Often, added complexity in an
organisation is seen as more
difficult to manage and more
costly. Very often, we approach
problems by simplifying them first
- and yet that was clearly not the
approach to change here. In this
case, the complexity was helpful
because it created value in parts
of the system: for example, the
closer relationships between the
QRA and the communities enabled
initially a more effective and timely
allocation of funds and, later, an
ability to build capacity at local
level. The relationship between the
QRA and the Australian Government
allowed the system to allocate
funds in line with policy and with
clear accountabilities. The QRA thus
created a key mediating role, in a
way creating more complexity in
the network, but also adding the
necessary capability to achieve
wider success in disaster risk
management.

While QRA was introduced as a
new entity, it essentially slotted
within the existing hierarchical
governance system. The national
and state governments decided
to make money available

and exercised their power to
give the QRA the mandate to
distribute that money. The QRA’s
power to approve funding for
local projects is bound by the

legislation and guidelines set
within this system.

In conclusion, the way in which
the QRA worked to build resilience
to flooding in Queensland’s Road
network was characterised by:

1. Creating a knowledge base
to ensure that ‘technical’
problems could be resolved to
an appropriate standard, more
consistently.

2. Adding density to the social
fabric of the system as a way to
‘shorten the distance’ between
national and state government
and local communities and
to provide a way to transmit
knowledge between groups. The
QRA achieved this by building
its network with the local
communities early in the process
and in parallel with technical
problem-solving.

3. Expanding its remit beyond an
asset reconstruction programme
to engaging in capacity-building,
despite the added complexity
this brings to defining what
success looks like for its own
operations

4. Managing the tensions that
arise from differing interests and
priorities across the system.

To do this, leaders need to be
able to understand multiple points
of view, to pay close attention

to stakeholders and to be more
invested in solving problems than
in ‘being right’. These capabilities
are relevant in a broad range

of situations where the safety

of a complex system involves
behavioural as well as technical
components.

List of acronyms

DTMR Department of Transport
and Main Roads

DRFA  Disaster Recovery Funding
Arrangements

NDRRA Natural Disaster Relief and
Recovery Arrangements

QRA Queensland

Reconstruction Authority
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Endnotes

1. The Cynefin framework is
a descriptive rather than a
diagnostic framework, helpful
in this case for describing the
evolution of decision-making in
Queensland over time.
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Planned Adaptive Regulation:

Learnings from the Delta Programme
By Dr Richard Judge, Prof Arthur Petersen

Executive summary: Planned adaptive regulatory methods (PAR) offer
considerable potential as a way of tackling significant uncertainties - such as
those arising from rapidly advancing innovations or from multi-decade time
horizons. The Dutch Delta Programme, grounded in adaptive management
approaches, shows what can be achieved. It provides valuable transferable
experience of both the benefits and the implementation challenges for PAR.
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The Netherlands

Section 1: Background and
introduction

Many people will know the tale of
the Dutch boy who noticed the sea
trickling in through a small hole in

a dyke and averted disaster by
plugging the hole with his finger'.
The real-life equivalent took place
during the 1953 North Sea Flood.
Arie Evegroen used his grain barge
to plug a large hole in the dyke
along the river lJssel and reportedly
saved the town of Nieuwerkerk
from flooding.2

Others were less fortunate. On

31 January 1953, an extreme
combination of a high spring
tide, heavy rainfall and a severe
windstorm over the North Sea
caused an area of more than
1500 km? to flood. Coupled with a
combination of human errors and
technical failures (see Box 1), this
storm cost many lives®* — 1,836
people died in the Netherlands,
72,000 people lost their homes,
30,000 livestock were lost, with
a 0.7 bn Euros cost to the Dutch
economy (about 10% of GDP).

Box 1: The 1953
Watersnoodramp
(flood disaster)

Human errors & technical failures
combined to cost lives:

e Weak spots from inadequate
maintenance led to over 65
breaches of protective dykes
in SW Holland.

* As coastal dykes collapsed,
flood waters then hit and
broke through inland dykes.

e This domino effect meant that
communities faced water
levels rising up to 3m within
hours.

* The scale and unexpected
nature of the disaster meant
that warning systems were
ineffective.

e Local alarms sounded by
church bells failed because
use was not sufficiently
ingrained in daily lives.

* Rescue efforts took several
days to develop fully.

The 1953 watersnoodramp (flood
disaster) led to a major rethink

of coastal defences, weather
prediction and flood warning
systems in the Netherlands. This
resulted in the creation of the Delta
Works (Figure 1), an enormous and
innovative series of flood defences
built over several decades at a
cost close to 5 bn Euros.

However physical infrastructure
forms only part of the picture.
Actions to develop equally critical
but intangible infrastructures
have been an important part

of the response. These actions
include extensive investment in
research and capability to build
and apply knowledge, evolution
of the institutional frameworks
to strengthen governance

and sustained stakeholder
engagement.

This case study outlines how

the Netherlands shifted from
protecting themselves from
immediate threats of flooding

to a more forward-looking
system able to adapt to future
challenges (such as climate
change). The case focuses on
the Delta Programme’s adaptive
management approaches, which
are designed to cope with the
significant uncertainties that
multi-decade timelines bring. The
experience is transferable to the
governance of other complex
projects and innovations, in
particular to the development and
application of ‘Planned Adaptive
Regulation’.

Section 2: Analysis and
insights
The Delta Programme

The primary purpose of the Delta
Programme is to ensure that the
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Figure 1. The Delta Works, a €5 billion, 30-year programme of flood defences consisting of levees, dikes, dams,
sluices and storm surge barriers. Many new structures were built, together with reinforcement / upgrade of existing
defences. a) map of Delta Works. b) 1958 - storm surge barrier in the river Hollandse lissel. ¢) 1986 - storm surge
barrier in Eastern Schelde. (Source: Rijkswaterstaat via °)

Netherlands is protected from
flooding and freshwater shortages
— now and for the foreseeable
future.

While this core purpose has
remained constant, the detail has
changed in many ways since its
inception in the 1950s. The Delta
Programme’s priorities are captured
in the Delta Decisions® published in
2014 (refreshed 2021). These set out
the overarching policy framework
for flood risk management,
freshwater supply and spatial
planning that is climate-proof and
water-resilient.

The governance system

The approach to governance

has been informed by two Delta
Commissions: the first set up
shortly after the 1953 floods; the
second in 2007. Key developments
are identified in Figure 2.

With almost a third of its land below
sea level, Dutch communities have
a long history of strengthening
natural sea and river protection

by creating and maintaining
artificial barriers, controlling

inland waterways and caring

for reclaimed land (the polders).
Current approaches to governance
build on institutional frameworks
and collaborative models that
have long been instrumental in
protecting the Netherlands. This
includes an on-going role for
district water-boards that have
been at the heart of Dutch water
management activities since the
13th century.

Figure 3 provides an overview of
the many organisations involved

in the governance system and

the responsibilities of key actors
(central government, district
water-boards, Rijkswaterstaat

and the Delta Commissioner). The
boundaries of this system align

to the Delta Programme’s water
management responsibilities (with
its inter-dependent tasks of flood
protection, freshwater supply

and spatial planning). In practice,
interconnections are also needed
with other infrastructures, activities
and communities that interact with
the Programme (such as inland
shipping or fisheries).

System complexities

The 1953 disaster brought to life
the complex interplay between
interconnected physical, natural
and social systems. It showed
failures rapidly cascading and
escalating, as breaches in primary
coastal defences led to failures
in secondary dyke systems.
Although many of the risks

had been foreseen, it was this
disaster that brought the political
consensus and funding needed
for action.

Flooding in the 1990s highlighted
the need for sustained vigilance
and for anticipating future issues
in sufficient time to prepare. The
multi-decade timeframes involved
bring significant uncertainties:

* Emerging engineering
knowledge (such as dyke failure
mechanisms) and technologies;

e |Impacts of climate change (such
as sea levels rising and land
mass falling),

e Socio-economic changes (such
as population growth and urban
development),
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Figure 2: Evolution of approaches

Figure 3: The governance system and its context. (Adapted from 7)

e Cross-border influences (such as
the impacts of decisions taken
upstream by other nations),

* Changing societal attitudes
(adding unpredictability to
political choices and trade-offs).

Adaptive Delta Management

The importance of adaptive
policymaking was emphasised by

the second Delta Commission and
in the ensuing Delta Programme.
The concept of Adaptive Delta
Management was introduced
as a way of dealing with the
uncertainties of multi-decade
timeframes. This shifted the
emphasis from reaction to
anticipation and adaptation:
from reacting to issues flagged
by periodic reassessments to

anticipating possible futures and
putting in place mechanisms that
enable flexible responses.

Accompanying timeframes
reflect the long-term horizon: six-
year review cycles for strategic
decisions; allowing until 2050

to implement infrastructure
improvements; research to inform
major choices beyond 2050 (for
example on sea level rise).
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Associated governance practices
draw on five strongly inter-related
elements:. institutional mechanisms;
flood standards; anticipatory
mechanisms; systematic
monitoring and feedback; and
stakeholder engagement. Each is
described below.

Institutional mechanisms

The typically short-term nature

of political decision-making can
present a particular challenge
when addressing long-term issues.
The 2012 Delta Act included three
‘policy commitment devices’ to
sustain long-term focus. These:

* Required the development,
periodic review and annudal
presentation to Parliament of a
Delta Programme that addresses
future risks to floods and
freshwater supplies.

e Secured long-term funding for
development and delivery of
the Delta Plan, and associated
research activities, through the
Delta Fund (averaging €125 bn /
year until 2032).

e Formalised the role of an
independent Delta Commissioner?
to oversee and connect the
multiple governmental layers
and stakeholders involved. The
Commissioner informs and
supervises delivery of the Delta
Programme, taking a systems
perspective that ensures
cohesion between its component
parts and connects short-term
decisions to long-term goals.

The Commissioner does not
have formal decision-making
authorities, but instead relies on
influence through their powers: to
conveneg, facilitate and catalyse
stakeholder actions; to report
directly to parliament; and to
draft the yearly investment
programme.

The independence of the Delta
Commissioner, together with
funding to support knowledge
development, reinforces the
separation between those advising
on what is needed and those

elsewhere in government formally
responsible for decision-making
and implementation.

Flood defence standards

Safety standards for coastal
flood protection were established
in the 1950s (by the first Delta
Commission) and for rivers in the
1970s. Protection levels for each
of the 53 uninterrupted rings of
water defences (dyke rings) were
formalised by statute in the 1995
Flood Protection Act.

Fundamental changes to flood
protection standards were
introduced in 2017, building on

more than a decade of underlying
research and studies. These shifted
focus from the probability of a flood
exceeding the height of the dyke

to the probability of an individual
losing their life due to flooding.
Making the standards more
outcome focussed brings a number
of advantages®:

e |t shifts the focus from ‘hazard’
to ‘vulnerability’, which also helps
provide a stronger rationale for
adaptive methods;

e |t takes account of the many
advances in probabilistic tools
over recent decades, such as
methods to include uncertainties
in design assessments and
extensive relevant data;

e It allows for different dyke
failure modes (beyond water
levels exceeding dyke heights),
including those indirect
modes that may be linked to
maintenance or inspection issues,

e |t enables greater granularity
than dyke rings. The standards
ensure consistency across
different areas (with a minimum
protection level for individual
fatalities at 1100,000 per annum)
and the option of enhancing
protection in specific areas (such
as critical infrastructure),

* |t opens the option of a multi-
layered flood strategy, including
prevention, flood resilient spatial
planning and crisis management.

For example, the standards can
be achieved by avoiding the risk
(building on higher ground) or by
effective response (reliable and
robust evacuation strategies).

In introducing these standards,

a specific challenge has been to
develop the software and other
assessment tools that make
sophisticated assessments more
readily usable by non-experts.

Anticipatory mechanisms
(adaptation pathways)

Adaptation pathways use a
combination of systems analysis,
storylines and scenarios to
describe and plan for future
developments. They step forward
in time from current conditions to
describe the evolving impacts of
changing physical, natural or socio-
economic conditions, as well as
showing how responses to these
impacts can themselves affect

the changing conditions (Figure 4).
Examples of adaptation pathways
developed for the Delta Programme
is detail in their 2014 report™.

These methods provided insight
into policy options, the sequencing
of actions over time, potential
lock-ins and path dependencies.
Importantly, they also highlighted
‘tipping points’ - those future points
in time when actions are needed

to avoid system failure. A total of 14
pathways, with a planning horizon
until 2100, provide the basis for
regional strategies, actionable plans
and a committed budget allocation
averaging €125 bn / year until 2032,

Explicitly acknowledging
uncertainty and knowledge
gaps brought wider benefits. The
adaptation pathway diagrams
helped to raise awareness about
the issues faced, allowed people
to visualise multiple alternatives
and provided political support for
keeping long-term options open.
They were seen as a useful way
of communicating concepts and
attracting stakeholder support.
The added transparency also
motivated policymakers, politicians
and other decision-makers to
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Figure 4: Generic map of adaptation pathways. Starting from today, targets begin to be missed after 4 years.
There are four options: Actions A and D achieve the targets for the next 100 years in all scenarios, Action B
reaches a tipping point at about @ years. A shift to one of the other actions will be needed; Action C achieves
the targets for the next 100 years for most scenarios (but not Scenario X), However, under Scenario X, Action C
requires a shift to one of the other actions at about 82 years. The scorecard shows implications. Colours relate to
actions A (red), B (orange), C (green), and D (blue). (Source ™)

incorporate uncertainty about
future conditions into their plans.’?

However, developing adaptation
pathways is not straightforward.
The many practical challenges
include the determination of
tipping points (when conditions
require an alternative strategy)
and quantifying the added value
of flexibility (detailed options
analysis was considered too
complex in a lot of cases). There
was also the need to connect with
the investment agendas of other
organisations and to unravel the
interdependence of measures in
different policy fields and areas.

And the pathways may themselves
need to flex and adapt to hew
knowledge or conditions. Timelines
can be a particular issue due to the
trade-offs between long lead times
(certainty) around infrastructure
developments and the nimbleness
(flexibility) needed if the pace of
climate change or other societal
developments create issues sooner
than originally anticipated.

Systematic monitoring and
feedback

The Delta Programme has structured
feedback mechanisms (monitoring,
analysing, acting). These assess

progress on the implementation

of infrastructure projects, the
performance of existing defences
(through physical monitoring and
review), and external developments
that may require adjustment of
choices, strategies and plans
(such as responding to cyber risks).
Collecting and integrating that
feedback into decision-making is a
central principle of Adaptive Delta
Management.

As part of its feedback processes,
the Delta Programme created a
multi-disciplinary Signal Group
that brings together authoritative
knowledge institutes in the field
of water, spatial planning and
climate. Inputs are themed around
‘knowledge and innovation’,
‘climatic and socio-economic
developments’ and ‘changes in
societal preferences’. The resulting
advice targets action at the
appropriate level, including when
to trigger decisions set out in
adaptation pathways™. The inputs
are also used to inform the six
yearly review that revisits the Delta
decisions and plans.

Stakeholder engagement

The Dutch ‘polder model
(consensus-based decision-

making) is said to have its origins
in the need for communities to
collaborate and cooperate on
water monagement. Without
agreement on shared responsibility
for maintenance of the dykes and
pumping stations, everyone could
suffer.

Sustaining this collaborative
ethos is a key part of the Delta
Commissioner’s remit. Government
(at national and local levels),

the business community,
knowledge institutes and NGOs
are involved through varied
mechanisms. These include
gathering independent advice
from the Dutch Government’s
Physical Environment Consultative
Council (Overlegorgaan Fysieke
Leefomgeving)', and hosting an
annual Delta Congress to connect
stakeholders and stimulate
knowledge sharing. One important
outcome from these activities is
to secure on-going confidence

in the governance system and
political commitment as the Delta
Programme evolves.

Efforts are also made to involve
citizens, including through local
engagement on projects affecting
them directly. There is variable
take-up or impact. While public
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confidence in the effectiveness

of flood prevention measures is a
strong positive, it can undermine
emergency preparedness.

This ‘levee paradox’ (in which
individuals have such high trustin
the systems protecting them that
they leave themselves unprepared)
presents an on-going challenge for
the Delta Programme.

Delta Programme: looking to the
future

The recent six yearly review of the
Delta Programme' reaffirmed its
overall direction, with some fine
tuning of programmes to reflect
changing contexts. It highlighted
the continuing importance of
collaborative approaches, of
making best use of available
knowledge and of adaptive
strategies.

The review also recommended:

¢ Additional focus on
implementation (in order to
achieve 2050 goals) and
on raising awareness of the
increasing risks from sea
level rises beyond 2050.
Recent severe droughts in
the Netherlands have raised
questions about pace: are the
30-year timelines envisaged for
infrastructure works too relaxed
given the increasing visibility of
climate change impacts?

e Taking stock of experience to
date with the adaptive planning
tools and associated monitoring,
analysis and action frameworks.
While evolutionary infrastructure
investments to date have been
effective in securing progress
and outputs are clear to see,
measuring outcomes is a
challenge: given the extent of
climate change uncertainties,
how do you assess the capacity
of the system as a whole to
adjust to climate impacts
and, hence, whether pace is
sufficient?

e Improving interconnections
between the three core tasks
of flood protection, freshwater

supply and spatial planning, as
well as reinforcing links to other
societal / national initiatives:
how might decisions in other
related infrastructure systems
(such as inland shipping) help
mitigate risks or enable even
more transformative options for
tackling water related issues?

Section 3: Discussion and
transferable learnings

Adaptive models are used in

both regulatory and governance
systems as a way of dealing with
the deep uncertainties of complex
systems or innovations. This case
study focuses on how experience
from Adaptive Delta Management
might inform the design and
application of such systems.

Adaptive regulation

Adaptive regulation takes many
different forms'®. In essence, it is
defined as a regulatory framework
that is explicitly designed to

allow for changes in regulatory
policies or rules over time as hew
evidence and knowledge emerges.
The precise way in which this is
achieved varies.

Planned Adaptive Regulation
(PAR) is characterised by the
use of pre-defined mechanisms
for adapting regulatory policies
or designs towards an agreed
end goal as knowledge is gained
and/ or regulatory contexts
evolve. As well as being forward
looking (anticipating possible or
desired futures), PAR requires a
conscious plan and systematic
effort to collect and review relevant
performance indicators from the
outset.

Box 2 provides examples of

PAR. These span different

sectors, nations and cultures

to demonstrate that adaptive
methods can be successfully
applied in many different contexts.
The examples include ‘Agile
Regulation’ — an emerging concept
that is broadly comparable®.

Box 2: Examples of planned
adaptive regulation

Retrospective reviews some
time after implementation, which
may be one-off or periodic, for
example as seen in the periodic
re-assessment of EU and US
particulate matter standards (air
quality) supported by investment
in the accompanying science to
advance knowledge.®

Goal based regulations that
specify overall regulatory
outcome but allow for

evolution, informed by

practical experience, in how to
achieve this. In Rwandag, such
approaches enabled novel uses
for drones (delivery of medical
products, agriculture and
infrastructure inspection).’®

Regulatory sandbox in which
existing regulations are
relaxed within a controlled
and monitored environment to
trial innovations. In Singapore,
temporary relaxation of
environmental regulations
enabled pilot tests on a

novel on-site compact waste
gasification plant.®

Phased, conditional approvals
for medicines by the European
Medicine Agency, with clinical
trials supported by real life data,
being piloted to allow for early
and progressive patient access
to a medicine in areas of high
medical need.?®

Adaptation within governance
systems (beyond state led
regulation), such as the
transnational regime managing
Internet protocol (IP) address
delegation.

Adaptive methods work well in
some environments but may be
unsuitable for others, making

it important to understand

their strengths and limitations.
For example, the benefits of a
stable regulatory system may
outweigh the value of adaptive
models.
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The following sections outline
conditions that can support

or hinder adaptive regulatory
methods and relate this to the Delta
Programme experience (which
has many parallels). Detail on the
regulatory aspects is provided in
the International Risk Governance
Council’s conference report on PAR
(2016)?2 and a foresight review on
the future of regulatory systems
(2021)%.

Success factors

Adaptive regulatory designs benefit
from the following:

* The end goal needs clear
definition (‘adapt to what,
exactly’?), consensus on the
use of adaptive approaches
and firm commitment to the
practical implications (such
as secured funding to support
the underpinning research and
systematic data collection). This
can be challenging given the
power dynamics often involved
in regulatory developments.

The national imperative

to address flood risk and

secure freshwater supplies,
underpinned by a strong political
consensus, has helped the

Delta Programme. While the long
history of collaboration on water
management in the Netherlands
(the so-called ‘polder culture’)

is a helpful enabler, the
governance mechanisms
supporting adaptive methods go
much wider.

e Systems thinking brings helpful
discipline and structure to
understanding the dynamic
issues at play. A whole-of-system
view is particularly important
given the interconnections
between different parts of
government, organisations and
people involved and the external
factors that disrupt (or become
disrupted by) how the overall
system behaves. In regulatory
contexts, taking a systems
approach also opens different
options for achieving the overall
outcomes.

Although the Delta Programme
took a systems view from

the outset, the latest review™
highlights that even more

is needed to deal with the
interdependencies between
flood protection, freshwater
supply and spatial planning
as well as wider government
initiatives.

e Trust is fundamental: there needs
to be stakeholder confidence (i)
that there is genuine long- term
commitment (ii) that decisions
will not get retrospectively
reversed too easily downstream
and (jii) that people anticipating
future revisions will not
undermine compliance. Trust
can be supported by ‘policy
commitment devices’?* (such
as hew institutions, legislation,
secured budgets for knowledge
or capability development, or
financial incentives).

The Delta Act addresses this
aspect with its creation of an
independent Commissioner,
secured long term funding and
emphasis on collaboration and
cooperation.

e Adaptive leadership: in
which there is an explicit
acknowledgement of
uncertainty and anticipation
of how issues might develop
(through tools such as scenarios
or horizon scanning). It makes
use of structured mechanisms to
identify and systematically track
key indicators (early warning
systems). The resulting feedback
is integrated into decision
processes and enables adaptive
regulatory responses. ‘Adaptation
pathways’2® offer one way of
mapping out policy options and
visualising options.

The adaptation pathways

used by the Delta Programme
proved effective in raising
awareness of uncertainties and
communicating how futures
may play out. But there are still
challenges in turning what might
be seen as hypothetical options

into timely action when change
is needed.

» Diversity: the ability to draw
on diverse perspectives is of
critical importance when tackling
complex systemic issues.
This diversity can be further
enhanced (and trust built) by
engaging interested individuals
from outside established
institutions, such as the intended
beneficiaries of the regulatory
policies, who may not have what
is seen as the ‘usual’ professional
or academic background. Getting
full value from these inputs often
needs specific tools (deliberative
mechanisms) that can help
ensure common language and
shared understanding, and hence
support effective dialogue and
debate.

The Delta Programme goes

part way towards this through
the independent inputs of

the Physical Environment
Consultative Council and its Delta
Congress, although these are
largely targeted at a professional
community who share a common
language and interests.

Potential limitations

Regulatory designs are highly
context specific. Adaptive
approaches will not always be
appropriate. Potential limitations to
their application include:

* |t may be a step too far. Adaptive
regulation does not sit well with
the ‘regulate and forget’ mind-
sets seen in many jurisdictions
and the cultural shifts involved
may be demanding. Similarly,
recognised regulatory
vulnerabilities such as trans-
boundary issues, knowledge
asymmetries or power
imbalances can all feature
even more strongly in disruptive
environments. They could act as
barriers to new, more adaptive,
methods. (Figure 5).

* Implementation costs (both
financial and time) may prove to
be prohibitive given the potential
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Figure 5: Vulnerabilities of regulatory systems (Source 22)

demands of both data collection
and analytical capabilities. While
the fundamental importance

of water management to the
Netherlands warrants high levels
of investment in knowledge
development and critical
infrastructures, the timelines and
amounts involved have been
significant. In other domains

and applications, the question
about how much complexity is
warranted and identifying what
is ‘fit for purpose’ may feature
even more strongly.

e Citizen attitudes. Although
engagement can help sustain
public trust and create the
conditions needed for adaptive
methods?¢, there are limits:
under what conditions and
for what purposes will society
accept experimentation and
adaptation? Participation might
also be less effective than
imagined: a review of Dutch
public consultation on water

framework directives highlighted:

relatively low citizen interest until
they are personally affected;

a sense that opinions shared
had limited influence in shaping
policy outcomes; and the
guestionable value of an open
public participation process for
highly technological policies.
Care is needed about how
citizen participation is used and
tuned to the different stages of
policy development.

Practical issues, such as how

to ensure timely detection of
those tipping points that trigger
a switch in strategies within
situations that have large natural
variability; and responses that
may have significant lead times.
There are also basic trade-offs to
resolve within adaptive designs.
Examples include: frequency of
review (more rapid updating of
policies vs. greater instability

for those affected); scope of
impact assessments (light touch
VS. more comprehensive, but at
greater cost);, and the nature

of decision mechanisms (rapid,
reliable, automatic vs. slower,
deliberative, discretionary).

Conclusion

There are compelling arguments
for using planned adaptive
regulatory methods — particularly
for rapidly advancing technologies
and for responding to an
increasingly disruptive world.
However, experience has shown
that moving from a compelling
concept to practical reality brings
many implementation challenges,
not least of which is tackling
entrenched mind-sets and culture.

The continuing evolution of the Delta
Programme shows what can be
achieved. Progress to date highlights
the value of its whole-of-system
perspectives; its collaborative
methods that draw in diverse
stakeholders and enable knowledge
sharing; and of the strong political
commitments (with secured
funding) that underpin its adaptive
approaches and long-term focus.
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A comparative study of fire risk emergence in informal

settlements in Dhaka and Cape Town

By Danielle Antonellis, Laura Hirst, John Twigg, Sandra Vaiciulyte,
Reasat Faisal, Melissa Spiegel, George Faller, Richard Walls,

Natalia Flores, Birgitte Messerschmidt

Executive summary: Catastrophic fires are frequent in informal settlements
around the world, where one billion people live. A complex adaptive systems
framework is developed to untangle the emergence and manifestation of fire
risk. Insights from case study analysis in Dhaka, Bangladesh and Cape Town,
South Africa reveal the importance of interdisciplinarity, broad participation,
and systems mapping when addressing safety of complex systems.

Tags: urban fire risk,
conflagration, informal economy;,
housing, inequality, complex
adaptive system, pressure and
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Asia, South Africa

Section 1: Background and
introduction

Fires are a frequent, everyday
occurrence in informal settlements
in cities around the world.

Their consequences can be
catastrophic and include fatalities,
long term injuries and emotional
trauma, destroyed homes and
assets, disrupted education and
livelihoods. With a quarter of the
world’s urban population (around
one billion people) living in informal
settlements, this risk is a problem
that urgently needs addressing.

The study looks at fire risk in
informal settlements in two cities:
Dhaka, Bangladesh, and Cape
Town, South Africa. In Cape Town,
research focused on the settlement
of Imizamo Yethu, which has
suffered numerous fires since its
establishment in 1991, but none

as devastating as the 2017 fire
that lasted thirteen hours, killing
four people, destroying more than
2,000 homes, and making 9,700
people homeless. [1] Korail, Dhaka’s

largest informal settlement, has
similarly been affected by fire -

in March 2017 a fire destroyed
4,000 dwellings and displaced an
estimated 20,000 people. [2]

Whilst large fires such as these
make headlines, the reality is

that both cities’ fire problems are
chronic and worsening. The City of
Cape Town Fire and Rescue Service
responds to informal settlement
fires every day. It reported a 150%
increase in the number of fires
between 2003-2018, with 289
fatalities in 2018 and 2,014 in 2019.
[3] These figures do not account for
fires that may have been managed
by residents and not reported to fire
services. In Cape Town, the number
of fire-related deaths is known to

be underestimated: the fire services
only report deaths that occur at
the scene of the fire incident, and
not people who die from fire injuries
later in hospitals. In Bangladesh,
the number of fires has tripled

over the past 22 years, but there is
under-reporting of data on informal
settlement fires. Bangladesh Fire
Service and Civil Defense (BFSCD)
data suggests there were fewer
than 260 informal settlement fires
per annum between 2015 and 2020
[4], however comparison between
South Africa and Bangladesh in
terms of number of fire incidents
and casudalties in respective
informal settlements suggests the
BFSCD data grossly underestimates
these values.
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In addition to a paucity of reliable
data on fire incidences, there

is little quantification of their
consequences. There has also
been a lack of attention to fire’s
causal factors: looking beyond how
fires are ignited and spread via
proximal housing conditions and
energy practices, to the broader
root causes and dynamic pressures
that create these conditions.

There is growing recognition that
urban fires are not just technical
and physical challenges to be
managed at the site of ignition:
they have complex social, political
and economic dimensions. This
study understands fire risk as
generated by the interactions
between fire hazard and the wider
social, political and economic
vulnerabilities experienced by
those living in informal settlements.

This study explores and maps the
complexities of these interactions. It
asks how fire risk emerges and how
fire safety is enacted in informal
settlements. It provides information
on systemic/root causes, impacts
ond how different groups of people
respond to such fires. A number of
key processes and interactions are
highlighted that have previously not
been taken into account by more
traditional, engineered fire safety
approaches that tend to focus on
managing fire hazards rather than
reducing fire risk holistically. This

is valuable information that will

help those working on urban fire
risk reduction - such as fire safety
engineering and humanitarian
development practitioners, urban
risk researchers, urban authorities,
disaster responders and disaster
management agencies - to
contextualise knowledge beyond
the technical and to identify key
areas for future intervention.

Section 2: Analysis and
insights

Fire risk in informal settlements
emerges from processes of
inequitable urbanisation, where

fire hazards and multiple socio-
economic vulnerabilities are created

and reinforce each other. There
is NO one single root cause, but
rather a complex entanglement
of environmental and physical
conditions and social processes
and relations that interact to
heighten fire risk. Structurally
constrained conditions limit people’s
choice of where to live, and how,
leading to ignition sources and
conditions that give way to fire
spread.

Pre-fire

To trace the development of fire

risk in informal settlements, it is
necessary to understand the
contexts in which people and places
become vulnerable to fire. Figure 1
shows the architecture of a complex
adaptive systems framework
applied to fire risk, which integrates
core tenets of the Pressure and
Release and Complex Adaptive
Systems models. [5] [6] This
approach demonstrates how root
causes and dynamic pressures lead
to unsafe conditions, ie, hazards
and vulnerabilities that interact to
produce fire risk. The accumulation
of fire risk ultimately leads to

fire incidents. Post- fire disaster
consequences may generate further
vulnerabilities through loss of assets,
injuries, insecurity, reliance on riskier
energy sources. These conditions
can feed back to contribute to
further fire risk emergence. This
adapted framework is used
throughout this study to untangle
the emergence and manifestation
of fire risk in informal settlements,
and resulting fire conseguences, in
Dhaka and Cape Town.

Root causes of risk are found in
the political, social and economic
structures within a society

that affect the allocation and
distribution of resources, wedadlth
and power among different groups
of people. Herg, it is necessary to
acknowledge and understand

the structures that have led to

the widespread development

of informal settlements in both
cities. Dynamic pressures are more
immediate processes and activities

that translate the impacts of root
causes, temporally and spatially,
into unsafe conditions.

In South Africa, apartheid-era
forced evictions and race-based
town planning brought about
spatial segregation. This removed
individual land ownership rights for
black South Africans and prevented
black, mixed race, Indian and South
Asian South Africans from living

in centrally located urban areas.
Black South Africans were forcibly
displaced, and central locations
reserved for white South Africans.
Post- apartheid, a progressive legal
and policy framework based on
the right to housing, and a state-
subsidised housing programme
have tried to address some of these
legacies. However, implementation
issues, poor planning, and lack of
coordination, capacity and political
will have perpetuated an acute
shortage of affordable housing
available to low-income households.

This shortage of housing and
associated municipal services has
led to the ongoing growth and
establishment of dense and poorly
serviced informal settlements,
largely on the outskirts of towns
and cities, and disproportionately
occupied by black South Africans.
In post-apartheid South Africa,
since 1996 (and especially since
2005) economic policy has shifted
towards market liberalisation and
economic growth at the expense
of urban integration and greater
equality. [7] Income inequality
continues to follow racial lines,
making formal housing inaccessible
to large numbers of black citizens.
The available peripheral locations
provide fewer employment
opportunities, creating poverty
traps, and unsafe living conditions.

In Bangladesh, rapid urbanisation
has primarily been driven by rural-
urban migration. Push factors
include climate change and
associated risks which destroy
village homes and livelihoods

in disasters. Meanwhile, the
country’s rapid industrialisation as
a ready-made garment exporter
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Figure 1. Fire risk complex adaptive systems framework

and associated employment
opportunities has pulled people

into cities. Urban densification and
housing shortages have grown.
Existing policies do not adequately
address this rapid change, which is
underpinned by weak governance,
planning and urban management,
inappropriate legal and regulatory
frameworks, and lack of political will.
Informal settlements are numerous,
with their total population reaching
3.4 million in 2005. [8] Metropolitan
regions have extended into formerly

rural areas, resulting in dispersed
and inadequate infrastructure
planning and development. Urban
development strategies and
plans in Dhaka conceive informal
settlements as illegal, contributing
to ongoing marginalisation of
residents in accessing adequate
housing and infrastructure.

Historical legacies of urban
planning, rapid urbanisation,
and marketisation of urban
development interact with
contemporary conditions of

poor governance, planning and
urban management. This has led
to the development of informal
settlements characterised by
unsafe conditions.

In general, informal settlements in
both cities comprise low-quality
housing with inadequate access to
basic services and infrastructure.
They tend to be unplanned and
overcrowded, with very dense
layouts. Land tenure status is often
insecure, with households facing
ongoing threats of eviction and
demolition. Housing quality is largely
dictated by affordability, resulting

in the use of flammable materials.
Residents may be discouraged from
investing in safe materials due to
tenure insecurity. Energy poverty,
inadeqguate access to energy
infrastructure and reliance on
unsafe and potentially hazardous
energy sources for cooking,
heating, and lighting, significantly
increases fire risks. Economic
activities often take place within or
adjacent to informal settlements,
due to settlement in peripheral
locations as well as socio-economic
exclusion from formal employment
opportunities resulting from social
marginalisation. Ignition sources
arise from these structurally
constrained energy and livelihood
options and spread via highly
flammable housing materials, and
dense housing layouts with small or
non-existent separation distances.

In South Africa informal settlements
are characterised by profound
inequalities in access to basic
services such as water, sanitation
and electricity. Access to water

is generadlly limited to communal
water sources, with municipally
supplied communal standpipes
often located inconveniently at the
perimeters of informal settlements.
[9] Access to fire hydrants is limited.
Formal electricity connections
require the creation of micro grids or
connection to the major grid system.

Roads may be unpaved and
unnamed and houses unnumbered.
Houses are constructed from
affordable materials including
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corrugated iron, plastics, cardboard
and timber. [9] In South Africa,
municipal electricity connections
are not allowed on private land,
and informal settlements are

often at a distance from networks.
Informal settlement residents

in Cape Town rely on a range

of energy sources to meet their
needs, including electricity, paraffin,
candles, gas, wood, and coal, all
posing ignition risks.

In Dhaka, informal settlements

are often located on government-
owned land, where eviction risks
exist due to land ownership
disputes and the market value

of surrounding areas. Population
density is high; informal settlements
take up only 5.1% of the city’s total
land but 37.4% of the total city
population. [10] Settlements are
found in peripheral, suburban areas
but also near city centres due to
access to livelihood opportunities.
[8] Houses are built using low-cost
materials, including mud, bamboo,
corrugated iron sheets and bricks.
[8] Access to adequate water and
sanitation is limited. Pathways

are narrow, ranging between
60-90cm in places. In Dhaka,
informal settlement households
cannot legally connect to the
formal electrical or gas networks,
so informal connections and
alternative energy sources such as
firewood are the primary energy
sources used. Ignition risks arise via
the use of naked flaomes indoors

or in close proximity to flammable
materials, or from informal,
unregulated electricity connections
which are often established with
naked wires and are prone to
overloading, causing sparks.

A range of largely unregulated
informal economy activities in both
cities was documented, including
small-scale manufacturing, food
vending, salons and fuel sales.
Ignition and spread risks arise from
the ways in which these activities
use flammable substances,
contribute to fuel loading, and

use open flames, gas and

informal electricity connections.

For example, a fire incident in

2016 in Korail, that destroyed 500
homes, ignited in the kitchen of a
restaurant, and spread rapidly due
to the fuel load of a neighbouring
blanket and pillow shop. [11]

Arson is another known cause

of fire ignition, allegedly used by
landowners or interested parties to
clear informal settlements for public
or private development in Dhaka. Its
incidence can be traced to market-
driven urban land development
and informal settlements’ land
tenure insecurity.

During a fire

When fires happen, residents are
the first responders, and take
actions such as raising the alarm,
evacuating, moving possessions
to safety, creating fire breaks,
gathering water, and fighting fires.
Inadequate firefighting equipment,
training, and personal protective
equipment limit the effectiveness
of residents’ responses, among
other factors. City fire services in
both cities often attend informall
settlement fires but a lack of
urban infrastructure such as road
networks and water supplies in
addition to wider issues of fire
service resourcing and capacity
can hinder efforts. The density

of informal settlements not only
contributes to fire spread but also
prevents fire response vehicles and
equipment from entering.

This lack of effective formal
response leads to greater

likelihood of fire spread and large
conflagrations. In Dhaka, the
average fire services response time
was significantly higher in informal
settlements, with an average of 68
minutes, compared to 28 minutes
for the more formal residential
areas in the city. [12]

Post-Fire Consequences

Property loss, fatalities and

injuries are typically considered

in studies of fire risk in informal
settlements and tracked through
fire incidence data collection
systems. However, other direct and

indirect consequences are rarely
traced. Fire disasters can indirectly
impact on livelihoods, education
opportunities, and long-term
mental health of residents. These
shocks and stresses post-fire
increase residents’ socio-economic
vulnerabilities in the long run, which
feeds into a vicious cycle of hazard
exposure and vulnerability, as well
as cycles of poverty and exclusion.

Fire safety systems

Fire safety in informal settlement
can be viewed as a hybrid system
as opposed to a top-down
command and control system.
These hybrid systems comprise
engineered fire safety subsystems
extended from formal areas and
ad hoc fire safety subsystems,
which emerge and adapt to these
contexts shaped by marginalisation
and limited resources. There is

no centralised authority - no

clear stakeholder or group with
designated responsibility for fire
safety in informal settlements in
Cape Town or Dhaka. Instead, the
system constitutes self-organised
actors who have various roles
before, during, and after a fire,
which may overlap or interact,
but without much coordination.
This lack of designated roles

and responsibilities is reflected

in the notable absence of urban
fire safety from disaster risk
reduction, urban resilience, and
urban development discourses

in both Cape Town and Dhaka. In
this context, fire safety in informal
settlements becomes even more of
a neglected issue.

The current status of fire safety
systems in Dhaka and Cape

Town is characterised by a lack

of oversight, governance, and
communication and coordination
between relevant actors, such

as the fire services, disaster
management agencies, urban
development/planning agencies,
NGOs and communities. When fire
is addressed, it is through a narrow
focus on physical fire hazards as
opposed to a more holistic view of

41



Safer Complex Systems
Case Studies

fire risk emergence and underlying
root causes. Communities and
residents are particularly excluded
from city-level conversations about
developing solutions, despite the
central role they have in preparing,
responding to and recovering

from fire, and the disproportionate
risk that they bear. This lack of
effective governance has knock-
on effects leading to ineffective
responses and contributes to

fire risk emergence. Fire risks
manifest into actual disasters,

and disaster consequences can
make residents more vulnerable,
producing more feedback loops of
risk. Broader conversations around
service delivery, in situ incremental
upgrading and the reduction of
structural constraints are needed,
bringing in a wider range of city
actors.

Section 3: Discussion and
transferable learnings

This study set out to understand
fire risk as emerging from complex
urban systems. This approach is
underpinned by an understanding
of fire risk as arising from the
interactions of man-made fire
hazards and social vulnerabilities,
which progress temporally and
spatially. The research shows
interactions between system
components previously considered
unrelated, or not taken into
consideration by more traditional
engineered approaches. The
nature of fire risk within a complex
adaptive system means that
there is not a straightforward

list of interventions that can be
applied. To prevent fires in informal
settlements requires systemic/
structural changes in urban
development, tenure security,
housing and energy provision

for low-income urban residents.
These are long-term and enduring
challenges. The key message is
that making safer complex systems
is a process of first understanding
how and why people and places
are made vulnerable and exposed
to hazards via social, economic
and political processes. Mapping

out these risk emergence routes
can help identify new knowledge
and entry points for different (and
new) stakeholders to understand
the issues better and encourage
better coordination efforts. For
example, a basket of coordinated
interventions is required

(e.g., education, community
response teams, early detection,
capacitating fire departments),
involving all active organisations
within a community.

Recommendations for context-
specific fire safety interventions
(tactical and strategic) can be
informed by this more realistic
complex understanding of fire risk.
Rather than emulating top-down
command and control fire safety
systems, institutionalisation of
collaborative fire safety is needed
that takes into account and
supports the important role that all
actors play [13]. This would help the
whole system to bear accountability
and responsibility, to counter the
focus on responsibilisation’' of
informal settlement residents for
fire risk that emerges from across
the city and not just at the point
of ignition. Such an approach

also takes into account the reality
of informal settlement contexts

for which formal command and
control fire safety systems are
inappropriate. The fundamental
assumptions that underpin the
success of formal fire safety
systems do not apply in informal
settlements (e.g, separation
between buildings prevent fire
spread, speedy response of fire
services). The command-and-
control approach minimises the
role of the public in protecting
themselves from fire (before, during
and after an incident), which is not
reflective of the reality, especially
in informal settlements where
residents are the only stakeholders
able to respond quickly. [13] [14]
There is, therefore, a need for
more organised and supported
community-based fire response.

A supporting and enabling
approach recognises that

communities and residents must be
worked with to inform holistic fire
safety solutions that navigate local
barriers and leverage resources.
Improved fire safety subsystems
can be adapted; for example, fire
services could adapt their policies,
procedures, training and equipment
to address the unique fire risk
experienced in informal settlements,
community-driven fire safety
systems could be prioritized and
resourced by municipal authorities
and urban fora created for ongoing
communication and coordination
between stakeholders with the
shared goal of improving safety
outcomes. Resourcing is a key issue,
particularly in the context of cities

in low to middle income countries,
however a step change in approach
is urgently needed, which aims to
avoid catastrophic losses.

Whilst this research has addressed
City institutional responses and
perspectives it is imperative to
understand fire risk and fire safety
practices from the perspective

of communities and residents
who live with high fire risk daily.
Future research is urgently needed
to document and share this
knowledge and related adaptive
practices. Helping communities

to strengthen their capacities to
protect themselves from fire and
fostering an enabling environment
that supports and encourages
the emergence of local fire safety
practices may be the most
achievable and scalable way

to improve fire safety and fire
resilience in informal settlements.
[15] Engagement with diverse
stakeholders (governmental and
non-governmental) is critical to
develop an understanding of

their role and location within the
system, power relations between
them, and the actual roles and
responsibilities that they perform
whether designated or not.

While there are opportunities to
incrementally improve fire safety
in informal settlements, through
service delivery, in situ incremental
upgrading, the removal/reduction
of structural constraints, and where
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appropriate engineering certain
subsystems to be fit for purpose,
it is critically important that the ad
hoc nature of informal settlements
is respected and that an enabling
environment that promotes

the emergence of fire safety is
prioritized.
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Endnotes

1. “Responsibilization’ refers to the

process whereby subjects are
rendered individually responsible
for a task which previously would
have been the duty of another -
usually a state agency - or would
not have been recognized as a
responsibility at all.” (Wakefield
and Fleming, 2009)
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Community evacuation from wildfire events

By Dr Steve Gwynne, Dr Georgia Bateman, Dr Erica Kuligowski,
Dr Max Kinateder, Afroza Mallick, Hannah Nevill, Dr Enrico Ronchi,
Prof Guillermo Rein, Amanda Kimball

Executive summary: Wildfire evacuation events were examined to
demonstrate their complexity. As part of the wider project, data from a US
wildfire exercise was used to configure a macroscopic evacuation model - to
simulate evacuation scenarios and capture some of the complexity present.
To complement this, this case study explores complexity by identifying event
dynamics and examining how they unfold to form a narrative - given events/

evacuee decisions compiled from real-world incidents.

Tags: Fort McMurray,
Roxborough Evacuation
Exercise, pedestrian
evacuation, traffic evacuation,
community vulnerability,
emergency planning, wildland
urban interface, evacuation
modelling, simulation, North
America

Section 1: Background and
introduction

According to the NFPA (National Fire
Protection Association), a wildland
fire is defined as an: ‘'unplanned
and uncontrolled fire spreading
through vegetative fuels, at times
involving structures.” Where these
begin to affect urban areas, these
events are termed ‘wildland
urban interface’ fires (WUI fires),
as depicted in Figure 1. We tend
to hear about these more - as
they directly affect people, as
depicted in Figure 2. Wildfires are
an important safety issue in many
regions of the world.

Such fires can threaten both rural
and urban areas - affecting the
short-term (life safety, infrastructure
and the economy) and long-term
(the environmental conditions,
community health and well-being,
tourism, etc,) status and viability of
a community.

Wildfires increasing in frequency
and severity

The frequency / disruption and
severity / damage of wildfires
affecting communities is increasing
- for instance, the number of
evacuations required because of

a wildfire threatening a community.
For example, as shown in Figure 3,
those occurring in Western
Canada and in California are of
particular concern. Two examples
demonstrate the complexity and
cost of such events and the need
for improved situational awareness
and understanding of such events.

The Fort McMurray wildfire
spanned 10 weeks in 2016, costing
approximately USSIObillion,
producing disruption to local
communities (an evacuation

of 88k+ people) and industry
(interruption to nearby tar sands
refineries). The incident was marred
by challenges in assessing the
movement of the wildfire and its
impact on evacuation routes - and
on public communication efforts.
As a result, command centres and
refuges had to be repositioned
during the response (given the
unanticipated movement of the
fire and evacuee response). The
only deaths occurred during the
evacuation itself.

More recently, Paradise (California)
was subject to a catastrophic

wildfire event (affecting a
population of 26k). Paradise

had an evacuation plan, with

four evacuation routes for the
population. Residents were familiar
with these routes and preparatory
exercises had previously been
conducted. However, during the
incident, two of the routes were
blocked by the fire, requiring
responders to focus their efforts
on supporting the evacuation
rather than addressing the
incident. Delays in the evacuation
meant residents were forced to
take refuge in stores wetted by
firefighters. Critical infrastructure
(e.g, hospitals) were affected
requiring ad hoc transportation
plans. Personnel from surrounding
areas were requisitioned to assist,
having a knock-on impact on those
areas. 85 people died. So what?

Properties of wildfire evacuation

A wildfire evacuation has
several properties that add to its
complexity:

¢ Involves multiple domains
(e.g. afire, land topography,
infrastructure, human response,
etc).

e [tis highly coupled (the fire can
affect the roads available and the
behaviour of the citizenry, which
might affect the responders
reaching the incident).
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Figure 1. The interface between a wildfire and urban settlements, highlighting the ways in which the fire might
affect the surrounding areas (courtesy of Dwi Purnomo).

Figure 2: Fire, exacerbated by wind, impacting infrastructure and people (courtesy of Harry Mitchell).
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Figure 3. Example of Canadian evacuations (Source: Government of Canada, 2020).
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¢ Involves large-scale (it may cover
tens of square kilometres and
reach communities hundreds of
kilometres from the source).

¢ Involves multiple organisations /
actors (individuals, businesses,
communities and government
agencies) over a long period of
time.

* May involve many modes of
movement, information sharing
and intervention (e.g, access to
social medig, formal notification,
individuals interacting).

e Potentially multiple incidents (a
fire front can produce embers
that then start secondary fires).

These actors/ factors interact,
producing emergent conditions.
These differ over time and the
area affected. These affect the

information available, perceived risk
and actions performed by those
involved.

It is possible to gain a clearer
insight by accounting for these
interactions and the aggregate
outcomes - seeing the whole
process as a complex system, as
depicted in Figure 4.

When a fire develops, the location,
severity and spread of this fire will
be sensitive to the vegetation / fuel
present, the topography, and the
weather.

Planning and intervention efforts
are employed. These affect

the public activities prior to

the incident, the emergency
procedures and resources to
intervene during the incident.
The intervention performed will
be sensitive to the situational

awareness of emergency decision-
makers, the resources available for
this intervention, and the planning
in place - along with the actions of
the public.

The members of the public
subjected to the incident and those
sharing resources involved in the
evacuation. The public’s response
will depend on the community

size and demographics; the
understanding of the existence,
location and severity of the
wildfire incident; and the resources
available (social, physical,
experiential, technological, etc.) to
the community. This will influence
the decision-making process

and the action taken. This will

be constrained by the available
infrastructure, along with the social
grouping within which a resident
finds themselves.

Figure 4: Some of the key properties of wildfire evacuation interacting as a complex system.
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Community evacuation timeline

Initially, evacuation might involve
pedestrion movement - walking to
a local place of safety or moving
to a vehicle. As such, one of the
outcomes of the citizen movement
might be an input into the traffic
system and the local conditions
produced within it.

The traffic conditions produced
during the evacuation are initially
influenced by the demand
produced by the arriving evacuees
into the system and the traffic
already there, given the network
capacity. The conditions will be
shaped by the configuration and
capacity of the traffic infrastructure
in place, efforts to manage the
movement of the traffic and the
demand placed on the route
capacity available.

These elements interact to produce
conditions over the timeline of the
incident. At the scenario level, the
event can be viewed as unfolding
across several distinct stages (see
Figure 5). It is apparent that the
coupling between the incident, the
evacuating citizenry and attempts
to manage and mitigate the incident
are embedded within this timeline.

Evolving scales and conditions

The actions taken by the

community and emergency
responders during the wildfire will
produce conditions that evolve -
over space (e.g, kilometres) and
time (e.g, weeks), as depicted in
Figure 6.

The initial fire may develop
spawning new fires remote from
the original source through the
transport of firebrands.

Fires may spread rapidly (faster
than most people can run) with
fire fronts extending kilometres
in length. Smoke may affect
communities located tens of
kilometres away.

Similarly, multiple communities may
be affected by a single fire and

be subject to different information
and guidance and may fall within
different jurisdictions.

Therefore, both the fire conditions
and the evacuation process will
vary over space and time, be
extremely dynamic in nature and
be sensitive to changes in one

of the influential domains (e.g,
the land, the weather, the fire,
emergency interventions, public
actions, etc.).

This is starkly different from building
fires (and associated planning)-
where typically timescales are
shorter, fires are localised, and the
event occurs within one jurisdiction.

Why this matters

Given the above (and the results
presented in the long version of
this report) we make the following
assertions:

* Wildfires pose a serious threat to
community safety.

e This threat is expanding and
increasing given environmental
issues, as depicted in Figure 7.

* New communities are becoming
vulnerable to this threat as it
affects new locations.

* New communities are also
becoming vulnerable to this
threat as people choose to
move to wildland urban interface
locations.

e Communities historically
threatened by wildfires are
facing new and unfamiliar
conditions - testing their
understanding and resources.

* Given new locations and severity,
wildfire conditions are diverging
from the conditions faced in the
recent past. This makes it harder
to estimate the outcomes of new
fires directly from historical fires.

* Wildfires are formed from various
elements (social, physical and
environmental) that interact in
complex ways.

Figure 5: An example of a community evacuation timeline. FF=Fire-fighter(s). (Source: Initini et al (2020),

Ronchi et al (2017), Wahlgvist et al (2020))
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Figure 6: A depiction of the evolution, scale and condition of a wildfire evacuation given the fire conditions faced.

¢ To understand the threat posed,
it is necessary to understand a
community’s capacity to cope
with the conditions faced.

* New means to quantify
community evacuation might be
needed - to capture interactions
between key elements and to
cope with challenges in deriving
projections from historical
events.

* Modelling might assist in this
endeavour.

e Such models would also be
needed to support performance-
based regulations or inform the
development of prescriptive
approaches.

Granularity of wildfire evacuation

Individuals affected by a wildfire
may become aware of a wildfire
through different means (e.g.,
official communications, direct
exposure to fire cues, informal
conversation with a neighbour,
unreliable source on social media,
etc.). Prior to this awareness they

will have been involved in a range
of routine activities.

These individuals will process this
information and either individually
or collectively determine when
and how to respond. Assuming
that they are in a household,

the residents may discuss the
situation, prepare and decide
upon a response (i.e, whether they
choose to evacuate and when
they choose so to do). If they

are part of a social group, then
this response will likely involve
assessing the capabilities of
those with them (e.g., preparatory
requirements, movement abilities,
etc.).

They might eventually walk to
their vehicle (or shared vehicle or
public transport). Depending on
their location, they may interact
with other residents inside

their building (e.g, in a multi-
occupancy structure) with resultant
congestion/interactions emerging
in a staircase or interact when
moving to shared parking areas.
This admittedly seems like a trivial

example here - not affecting overall
performance. However, if this is
transposed on to the evacuation

of a 50-storey office block or a
hospital then these interactions
and resultant delays can become
extremely serious indeed, as
depicted in Figure 8.

Emergent conditions might arise
from the pedestrian evacuation
(e.g., queuing on stairs, boarding

a public vehicle, etc.). Or, on the
streetscape outside of their
building, evacuees may encounter
others moving to a local place of
safety or to their vehicles.

If they are not at home (e.g, at
work), then before evacuating
residents may need to return
home - potentially moving away
from safety on foot or by vehicle.
This has implications for traffic
congestion, road management
and on the delays incurred prior
to their movement to a place

of safety.

Assuming that evacuation to a
remote location is necessary,
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Figure 7: Wildfires reported in the media - 2017-2021. In areas where, historically, such events have
been both expected (e.g, California) and unexpected (e.g, Sweden).

Figure 8: Example simulation (represented within the WUI-NITY model) of people evacuating downstairs and then
transitioning from pedestrian to vehicle movement from a multi-occupancy location (Source: Ronchi et al (2017),

evacuees Wil likely board a vehicle
and move off, joining the wider
traffic system. If this involves public
transport, then the capacity of the
vehicle might limit the individual’s/
group’s ability to board and move
off - forcing them to wait for the
next available berth.

The vehicle will eventually be the
basic ‘unit’ of evacuation - possibly
hosting several individuals - that
then becomes the locus of their
agency (their response). The

entry of this vehicle into the traffic
system is effectively the connection
between the pedestrian
evacuation and the traffic
evacuation. As such, the resident’s
initial decision-making, preparation

Wahlgvist et al (2020)).

and movement to the vehicle might
generate local emergent conditions
of interest; these in turn provide
input into the higher-level traffic
evacuation. As such, a wildfire
evacuation might reasonably be
depicted as a system of multi-
layered complexity, as in Figure 9.

Agency operates at multiple levels
within the wildfire evacuation
‘system’: individual, residence,
street, community, local, regional,
national and international, etc.
These may all affect the conditions
produced and the eventual
outcome (both local and general).

Severadl of these levels might be
active at the same time - given

different capabilities, objectives
and opportunities.

The mode of this agency will
change according to the conditions
faced and the resources available.

This complicates the evacuation
dynamics produced, but

also increases the number of
‘levers’ available to influence
the evacuation outcome. The
management ‘levers’ might be
available before or during the
incident.

They might require different levels
of resources, be available to
different organisations and may be
targeted at the levels of agency
present (individuals, groups /
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Figure 9: A wildfire evacuation as a system of multi-layered complexity.

vehicles, buildings, communities,
regions, etc.). These might include
education / outreach, regulation
and guidance, emergency
planning, exercises, incident
notification, incident management,
responder intervention, traffic
management, etc. The complexity
of a wildfire evacuation makes

it sensitive to many different
factors that operate at many
scales. Their interaction can be
outcomes out of proportion to the
underlying change. Understanding
this complexity allows for more
interventions (at various levels and
points in time), however, it also
requires understanding the impact
of these interventions as otherwise
they can have unintended
consequences that quickly get
out of control or do not address
underlying issues.

Section 2: Analysis and
insights

Several cases were described in
the long version of this study as
the evacuation conditions were
reasonably well documented,
demonstrating at least some of the
complexity described, and showed
both that conditions evolve and
that human performance can be a
key aspect in this evolution.

The dynamics of a wildfire

evacuation vary - depending on
the scenario. The Fort McMurray
wildfire evacuation is selected to
demonstrate several aspects of
wildfire evacuation and related
community safety (with the
attributes of complexity identified
previously):

1. The evolving incident conditions
(weather, fire development,
remote fire locations, fire
weather),

2. The response of the affected
population (e.g, pedestrian
movement, traffic movement),
reflecting the diversity and
vulnerability of the affected
population and effectiveness of
their decision-making (affected
by information available),

3. Attempts at managing the
outcome and the conditions
faced (notifying people,
fighting the fire, managing
traffic, deciding to evacuate
the community), given the
organisations and groups
present, emergency procedures
employed at the local and
regional levels and deployment
of emergency resources;

4. Outcomes / consequences (loss
of life, loss of property, loss of
routes, traffic conditions, local/
national impact, etc)).

The following text is labelled with
superscripts (in-line with the
numbered list shown above, e.g.

() reflects incident conditions, (2)
reflects population response, etc.)
to highlight where these factors are
mentioned in the cited material. This
is simply to demonstrate that the
factors were at play, rather than
assigning weight to the significance
of their impact on the outcome.

Historical case study: Fort
McMurray, Alberta, 2016

At 16:00 on 1 May 2016 a 0.02 km?
wildfire was spotted in the Wood
Buffalo area deep in a forest - 15-
20km southwest of Fort McMurray
(Alberta, Canada), depicted in
Figure 10!

Wood Buffalo has a population of
more than 125,000 people including
rural and urban communities. Of
these, approximately 35% are
temporary residents and 10% are
First Nation communities, i.e, they
have different levels of familiarity
with the local area and different
relationships with local authorities.

Strong winds (>70km/hr) and high
temperatures (daily temperatures
>30°C and humidity <12%) promoted
the development of the fire!

The immediate emergency
response included water bombers
being deployed, followed by
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Figure 10: Fort McMurray (2016) case study. (Source: Alberta Agriculture
and Forestry (2021), Institute for Catastrophic Loss Reduction (2019),
OpenStreetMap (2021), Ronchi et al (2017)).

warnings issued to nearby
campgrounds of the possibility of
an upcoming evacuation.?

Within six hours of the fire initially
being spotted, an evacuation
centre was opened on MacDonald
Island and a local state of
emergency declared.® However,
the next day warning levels

were reduced? given that wind
conditions improved and appeared
to be blowing the fire away from
the city!

On 3 May conditions changed
again and the fire entered Fort
McMurray' leading to tens of
thousands of people evacuating

in short order to refuge centres in
various locations.?2 Some of these
evacuation centres were affected
by changing fire conditions
requiring them to eventually be
evacuated themselves:?

During this (re)evacuation, two
people were killed in a car accident
(i.e, not directly by the fire itself).4

By the end of the day, more than
60,000 residents had evacuated,
including all 105 patients at the
Northern Lights Regional Health
Centre#

Highways were quickly overloaded
with traffic.# To cope with this,
convoys were formed.?

By 4 May, 1,600 structures had
been destroyed with 100 km? of
wildland involved.#

A provincial state of emergency
was declared with 80,000 people
instructed to leave.?

By 5 May, there were 49 separate
fires burning and 14,000 people
had to be airlifted from work camps
north of Fort McMurray:®

Firestorm conditions were reported,
and spot fires ignited new fires
more than Ikm away from the
original source’!

On 6 May, 8,000 workers were
evacuated from 19 oil sites as the
fire spread north?

Most people who fled the

region did not have short-term
contingency plans in place other
than getting away from the
immediate danger? Local industry
and residents, communities,
post-secondary institutions and
parks offered to host evacuees.?®
Reception centres were quickly
put up across Alberta in numerous
locations®

On 6 May, the Alberta Premier
announced emergency evacuation
funds:?

The deployment and use of
firefighting resources peaked on

3 June, with approximately 2,197
firefighters actively engaged.:® The
Government informed Albertans of
the evolving situation with news
conferences, information bulletins,
social media, websites, call centres,
emails, telephone town halls, etc.®
Across the incident, more than
88,000 people were evacuated.#
This primarily involved private
vehicles, although public buses and
aircraft were also involved.

Smoke generated by the fire
affected the evacuee capacity

to drive along the routes still
available* The incident lasted
during May, June and July of 2016,
affecting nearly 6,000km?2 of

land.# Over 2,400 structures were
destroyed in the fire, gas, electricity
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and water supplies were disrupted
and the local airport closed.#

Management and evacuee
decision-making were conducted
continuously throughout the
response, as depicted in Figure 11.
These occurred at various
organisational levels. There are
numerous examples where these
decisions (and outcomes) might
have benefitted from more timely,

accurate and complete information:

* Downgrading of ‘evacuation
status’

e Use of evacuation routes

¢ Allocation of evacuees to refuge
camps

e Traffic management
e Refinery evacuation
e Community evacuation
* Re-entry management

This is not to criticise the response
- only to suggest that during a
wildfire event the decisions made
are enormously sensitive to the
information available and that the
selection of a response might be
sensitive to an estimation of the
potential effectiveness of that
response.

Hypothetical case (HC): Tale of
the TAILs

A simple hypothetical example is
Nnow presented, across 12 inset
tiles, to explore incident complexity.
It is not based on any one case.
Instead, the conditions faced,
information available, actions

performed, and the organisation
responses are representative

of those seen elsewhere in
previous incidents. The intention

is to capture a compilation of the
factors and responses seen - but
in one incident. This example is
characterised by several timelines:

e Government: Those who
regulate, guide and coordinate
resources and actions beyond
the site of the incident;

* Non-Government: Actors who
are affected by the incident,
but who have organisational
responsibility in the private, non-
profit, or commercial sectors,;

e Emergency Response / Incident
Management: Those intervening
to affect the conditions
produced by the wildfire incident
or the incident itself;

¢ Incident: The evolving fire
conditions;

e Population (traffic or on foot): The
citizenry affected by the incident
who might respond.

Each of the timelines hosts a
number of ‘episodes’ representing
key events. Episodes appear along
each timeline. These reflect the
changing conditions and their
potential impact. Other actual
incidents might also be similarly
represented using this approach.

Actor response is described using
up to three panes (see Figure 12 for
the generic format):

e Description. Overview of the
situation described.

Figure 12: Three pane generic
template describing actor
response used in the 12 tiles
depicting the Hypothetical
Case Study.

e Graphic. A simple schematic of
the conditions outlined.

e Status Pane. This includes a
description of this population /
person’s Target (their objective
at that point in time); Action
(the behaviour exhibited to
meet that target); Information
(the situational awareness
of those involved); and
Location (the position of this
population and the surrounding
conditions).

This is included where decisions
of interest are made. Elsewhere
episodes are only described using
Graphic and Description panes, to
indicate condition changes.

Figure 1. Management and evacuee decision-making timeline of the Fort McMurray (2016) case study.
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Section 3: Discussion and
transferable learnings

Impact and regulatory response

The case studies (real and
hypothetical) have shown that (1)
large-scale wildfire evacuations
are complex, (2) conditions evolve
over time/place from interactions
between social, physical,
procedural and environmental
factors, (3) seemingly local actions
can have broader implications, (4)
NUMErous agents/organisations
are involved, and (5) information is
likely inconsistent and perceived
differently affecting the decision-
making of those involved. Given
the changing conditions, it is not
possible to directly determine the
effectiveness of designs and plans
from historical incidents.

Complex systems involve the
interaction of many actors and
factors. To assess the evolution of
complex systems typically requires
the examination of this interaction
- to establish the underlying
dynamics of the system and the
conditions produced. Similarly,
wildfire evacuations might benefit
from the application of models that
capture key elements to explore
the vulnerability of communities to
wildfire events (where vulnerability
represents the capacity of the
community to cope with the
conditions faced).

In the more mature building
regulatory system, there are
typically two approaches to fire
regulations:

e Prescriptive approaches embed
the knowledge and expertise
gathered into a set of regulations
that practitioners must follow
within the scope of the regulatory
framework. Given that the
regulations are applied, a building
design is deemed to be sufficiently
safe for its intended use.

e Performance-based approach
that requires an expert practitioner
to quantify the evacuation
performance achieved and
compare it with projected fire
conditions for a representative set

of scenarios. Safety levels, in this
context, must be demonstrated.

This performance-based approach
(if it was applied to community
evacuation) (a) allows for the
effectiveness of different design
solutions and emergency
procedures to be compared for
given scenarios, (b) allows for a
variety of community designs to
be addressed (given that they
do not have to be previously
accounted for within the scope
of a prescriptive framework), and
(c) provides an opportunity to
diagnose where issues arise and
suggest remedial actions.

Given the challenges posed by
wildfire evacuation (in terms of
changing conditions, evolving
scenarios undermining historical
insights, and multiple interacting
components), future regulatory
efforts may benefit from a
performance-based approach. This
is N0 panacea and requires robust
engineering tools that capture core
evacuation and fire dynamics,
sufficient guidance on the use of
these tools and oversight of this
use. However, given the complexity
of wildfire evacuation, performance
assessment may be one of the
only ways of identifying challenges,
suggesting remedial actions and
of determining the vulnerability of

a community to the conditions that
might arise.

Complexity of wildfire evacuations

Given the complexity of wildfire
evacuations, we will likely need

to use a model as a proxy - to
simulate the evolving conditions.
Imperfect though this may be,

it may allow interactions and
emergent conditions to be charted,
key vulnerabilities to be identified,
different scenarios / response to be
explored and these to be prioritised
and ranked accordingly - in terms
of the threat posed.

Conditions evolve quickly and are
sensitive to the factors present.
Importantly, different communities
are not equally vulnerable to the
same incident, a single community’s
vulnerability evolves over the

lifetime of an incident and that
community may be subject to
multiple scenarios. It is important for
regulators and practitioners to have
a means to quantify evacuation
performance - to identify when

and where problems arise and
what are the most effective means
of addressing them. Of course,

this is not trivial - all models are
simplifications. But it is important

to shape best modelling practice

- especially should we accept the
complexity of such events and the
need to assess performance on a
case-by-case basis as a regulatory
approach given the speed with
which conditions change.

An example demonstration of
modelling benefits - not available

to a purely prescriptive approach -
is described below with reference
to Figure 13. In Figure 13 (top row),
the blue site has a built-up well-
resourced population with some
mid-rise structures and offices. The
green site (Figure 13 bottom row) is
more rural - with fewer resources.
Otherwise, the community footprint
is the same shape and size in

each case. The three versions of
the blue and green sites have the
same population, with different road
connections - e.g, number, location
and size of roads. Comparing
horizontally, the same population
may have a different evacuation
potential given the different road
networks available - even when
exposed to the same fire. If we now
compare vertically - across different
site populations for the same road
network design - the evacuees

will exploit the same road network
differently, given their capabilities,
awareness and resources, e.g,
decision-making, access to vehicles,
etc. Quantifying evacuation
performance helps determine the
extent of these differences and their
impact on the outcome. Quantifying
these facts helps inform our design,
planning and response decisions.

Modelling wildfire evacuations

Models will be necessary for the
development of a performance-
based approach to wildfire planning
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Figure 13: Depiction of comparative modelling utility.

Figure 14: Models will be necessary to support a performance-based approach to wildfire planning.

60



Safer Complex Systems
Case Studies

to function, supporting community
safety over time (see Figure 14).

They will also help communicate to
the public and practitioners:

* The complexity of such events

* The sensitivity of outcomes
to decisions made by those
involved - public, responders,
organisations

* How conditions can quickly and
dramatically change

* How effective different measures
might be

¢ How vulnerable different
communities are to minor
changes in conditions beyond
their control.

These will help in community
planning, outreach and education.
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Towards a simpler and safer nuclear sector:
The 2005 THORP Internal Leak

By Prof Francis Livens, Dr William Bodel

Executive summary: In 2004, a leak of radioactive solution began at the
THORP nuclear reprocessing plant due to failure of a single component.

The component failure is unremarkable; what is most significant is that the
leak progressed for eight months undetected because of an alarm-tolerant
culture and inadequate working and monitoring practices.

Tags: nuclear, radioactive,
reprocessing, energy, Sellafield,
alarm-tolerance, monitoring,
detection, instrumentation,
United Kingdom

Section 1: Background and
introduction

The UK has legally binding
commitments to achieve Net Zero
by 2050, and realising this ambition
will likely require a significant
contribution from nuclear energy.
Safety is 0 common concern
around nuclear technology, so

the UK nuclear sector is heavily
regulated. The nuclear sector will
probably need to grow quickly and
safely in order for the UK to reach
its emissions reduction targets,

SO ensuring that regulation going
forward is fit-for-purpose is of
paramount importance.

Revisiting the THORP incident

from 2005 in this case study will
hopefully benefit those outside
the nuclear sector who may gain
something from the transferable
learnings; it should also benefit the
new generation entering the sector
who, given that 16 years have
passed, may not have the details
of this incident as part of their
consciousness.

Nuclear reprocessing

Nuclear energy generation exploits
the fissile isotope of uranium

(U-235) to generate energy and
propagate a chain reaction. During
operation, not all fissile material
within nuclear fuel is utilised. Spent
nuclear fuel' typically contains
approximately:

° 1% plutonium
* 3.5% fission products

e 955% uranium, <1% of which is
U-235

The reprocessing of spent fuel
fulfils two roles: Firstly, it reduces
the volume of high level nuclear
waste; and secondly it allows

for extraction of uranium and
plutonium to recycle into new fuel.

In the UK, reprocessing nuclear

fuel uses a chemical process
known as PUREX (Plutonium
Uranium Reduction Extraction)

[1] which comprises spent fuel
storage, conversion to solution,
chemical separation of uranium
and plutonium from other elements,
conversion to solid oxides, and also
treatment of any waste.

The Thermal Oxide Reprocessing
Plant (THORP) at Sellafield in
Cumbria is the UK’s most recent
nuclear fuel reprocessing plant,
opening in 1994 to handle both
domestic and foreign fuel.

Figure 1 provides an overview of
the processes which make up

the operations at THORP. THORP
ceased operation in 2018 in
response to reduced reprocessing
demand; further spent fuel is now
stored on site within storage ponds.

In 2005 a leak of radioactive
solution into secondary
containment was discovered at
THORP. In 1990, the International
Atomic Energy Agency (IAEA)
developed the International
Nuclear and Radiological Event
Scale (INES) [2] to help convey the
severity of incidents at nuclear
installations. The 2005 leak at
THORP was classified INES level 3
(out of 7); a serious incident (and
near-accident).

Section 2: Analysis and
insights

The 2005 THORP incident

The part of the process involved

in the incident was the first
conversion stage. Here, in the
Head End plant, spent nuclear

fuel is sheared before dissolution

in nitric acid, forming a product
liquor. The liquor is then centrifuged
and the uranium and plutonium
content measured before chemical
separation begins.

Part of the feed clarification cell,
Vessel V22078, is a 23 m® Head
End accountancy tank, where
centrifuged liquor is weighed.
Nozzle N5 (Figure 2) connected the
centrifuges to Vessel V2207B and

it was the failure of this nozzle that
led to the leak of radioactive liquor.

The operator company, British
Nuclear Group Sellafield Limited
(BNGSL), learned of the leak

on 20 April 2005 and reported
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Figure 1. Overview of the THORP processes. The Head End plant was where the events which caused the THORP
incident took place. In the Head End plant, spent nuclear fuel is sheared before dissolution in nitric acid, forming a
product liquor. The liquor is then centrifuged and the uranium and plutonium content measured before chemical
separation begins. A nozzle connecting a centrifuge to an accountancy tank failed, resulting in the leak of dissolver

it to the UK Health and Safety
Executive (HSE). This was, however,
at least eight months after the
leak had started, by which point
83,000 litres of dissolver liquor
had leaked onto the floor of the
feed clarification cell. This volume
of dissolver liquor contained

22 tonnes of uranium and 160

kg of plutonium. The volume of
leaked liquor was 3.5 times that

of the capacity of the intended
destination accountancy tank.
Remote camera investigation after
locating the leak revealed that the
corrosive liguor had damaged the
support frame steelwork.

All leaked material from the failed
nozzle was contained within the
feed clarification cell and returned
to the primary containment during
the recovery operation in May
2005. No injuries resulted from the
incident and no leak of material
from the secondary containment
occurred. THORP was closed

liquor. (Source: adapted from [8])

following the incident and was
granted permission to restart
operations in January 2007, 20
months after the discovery of

the leak. BNGSL pleaded guilty to
breaches of site licence conditions
and was fined £500,000.

Criticality risk

The major safety concernin
accidents involving fissile material
is the potential for a criticality
accident; that is, an unintentional
uncontrolled nuclear fission chain
reaction. Criticality accidents
require a greater than critical mass
of fissile material arranged in a
specific geometry and can lead
to the release of fatal radiation
doses and, in some cases, serious
mechanical damage [3].

The criticality safety case for the
feed clarification cells covered
multiple accident conditions, though
a major leak was considered
unlikely. Given the scale and

duration of the leak, the regulator
concluded that “the effectiveness
of some of the measures in place
to prevent criticality could not be
guaranteed.” [4].

The “cause” of the leak

Mechanically, the cause of the
shearing of Nozzle N5 from its
vessel was attributed to fatigue
failure from repeated and continued
oscillation of the accountancy tank,
which is suspended to allow for
weighing of the vessel.

Normal operation of the
accountancy tank involves blending
the dissolver liquor within it using a
pulse jet and, as a consequence,
the agitated contents initiate motion
of the tank. This movement was
accommodated in the original
design of the cell with a restraining
mechanism, but a modification to
the operation of the vessel in 1997
removed the restraint, enabling the
failure.
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Figure 2: Image showing the severance of Nozzle N5 from the accountancy tank into which the dissolver liquor

The failure of the system, however,
goes beyond the failure of a

single component. Leaks are to be
expected when handling fluids;
the ultimate failure of the system
was not that the leak occurred, but
that it went undetected for at least
eight months.

Leak detection systems

The feed clarification cell was
designed as a secondary
containment in the event of any
leak and is capable of holding

250 m? of fluid (ie the cell was at
one third full capacity when the
leak was discovered). Sumps within
the cell, where leaked solution
would accumulate, are fitted with
pneumercators which measure the
depths of any leaked fluid present
and sound alarms when operating
outside of intended conditions.

The sump pneumercators require
a residual depth of acid within the
sump to operate effectively, and
‘low’ alarms indicate if the acid
needs replenishing. ‘High’ alarms
indicate that the depth is too high

should have fed. (Source: adapted from [4])

and therefore suggest a leak of
dissolver liguor into a sump.

In addition to the pneumercators,
THORP operational arrangements
dictated that samples were to be
taken from the sumps for analysis
every three months. Detection of
uranium within the samples would
indicate the presence of a leak of
dissolver liquor.

End-of-campaign stocktake
discrepancies

The leak which began in or before
August 2004 went undetected by
these leak detection systems and
it was only when accountancy
discrepancies were noticed in
end-of-campaign figures that an
investigation was initiated and the
leak discovered. The accountancy
figures rely on sampling results
and complex calculations which
can take over a month to produce
after the end of a campaign. This
was responsible for the delay
between the start of the leak and
discrepancies appearing on the
books.

It should be noted that the
accountancy process was not
intended to contribute to plant
monitoring; its role was to ensure
that international non-proliferation
commitments are being met.

Uranium sampling

The presence of uranium within the
samples collected quarterly from
the sump would have indicated the
presence of a leak into the feed
clarification cell.

According to records, difficulties
in obtaining samples from the
buffer sump led to several
unsuccessful collections, as far
back as 1995. Requests for samples
were routinely made and failed
collections reported, but no action
was taken. The lack of successful
routine sampling was not
deemed a priority, with collecting
operational samples to continue
processing taking precedence.

Between November 2003 and April
2005, only one successful buffer
sump sample was collected, in
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August 2004, which measured the
presence of 50 g of uranium per
litre. Samples taken from elsewhere
in the cell in Q4 2004 and Q12005
also showed a presence of uranium.

This limited sampling should still
have been enough to suggest

the presence of a leak. Confusion
between teams as to which team
was responsible for this monitoring
and data analysis inhibited the
response, as did the inability of
potential monitoring staff to use the
data interpretation software due to
lack of training.

Leak instrumentation and
maintenance

Even after the discovery of the

leak, with 83 m? of dissolver

product liquor present within the
feed clarification cell, the relevant
pneumercator was still not recording
high liquid levels. The error was
caused by a stuck float within the
sump pneumercator and it was later
discovered that simply tapping the
tube containing the float caused
the device to measure accurately.

Maintenance instructions omitted
the necessity to check the

float (which would eventually
become stuck), focusing instead
on cdlibration and pressure
responses. As such, no proof of
correct operation of the instrument
as a whole was required during
maintenance. Checking historical
instrument data for inconsistencies
also did not form part of the
maintenance process.

The absence of comprehensively
detailed maintenance instructions
meant that effective maintenance
relied more on the skill of the staff.
The use of non-specialist staff

for maintenance reduced the
ability to identify problems with
instrumentation.

The investigation also raised
questions regarding logging
job requests and their role in
best practice. Maintenance of
instruments was carried out
following direct verbal requests,
without being routed through

management. Staff suggested that
this practice had become common
practice following reductions in
employees.

Alarm-tolerant culture

During the following investigation,
the pneumercator in question had
been in ‘low’ alarm modes for 85%
of its operating period since 2000.
This was attributed to the difficulty
involved in adding acid to the sump,
and in achieving the correct sump
depth so as to not trigger either the
‘low’ or ‘high’ level alarms.

The safety case for the feed
clarification cell did not recognise
a‘low’ sump alarm as significant,
unlike a ‘high’ alarm. Instruments
were operating routinely under
‘low’ alarm status.

Alarms from all areas of the plant
(not just local alarms) are displayed
on the plant’s distributed control
system. As further alarms activated,
existing alarms would be pushed
down the list, making them harder
to observe and thus long-standing
alarms would reduce in priority.

The 1998 THORP leak

This was not the first such leak
during the operation of THORP.
In 1998, events similar to those
in 2005 occurred, when eroded
pipework in the dissolver cell
resulted in a leak into the sump.

An internal investigation

followed, which provided 28
recommendations, most concerning
sump monitoring, sampling and the
pneumercators. No formal record
was kept as to what extent the

28 recommendations had been
implemented. Given the similarity
between the two incidents, it is likely
that proper implementation of the
1998 recommendations would have
prevented the more serious incident
of 2005.

Section 3: Discussion and
transferable learnings

The THORP safety case stated
that any leaks of dissolver product

liguor in the feed clarification cell
would be detected within a few
days. In fact, when such a leak did
happen it took over eight months
to detect, and through a process
never intended to be used for plant
monitoring.

The cause of the leak was
modification to the accounting
vessel which did not consider

the detrimental impact this

would have on the connecting
pipework, ultimately causing a
guillotine failure on Nozzle N5. Full
assessment of the impact of any
design changes should have been
carried out, with consideration

paid to understanding the original
design before any modifications
were carried out. The importance
of second-order thinking elogquently
described by GK. Chesterton with
his heuristic fence? applies as much
in engineering as it does to policy
decisions.

The lack of appreciation of

the restraint apparatus and its
subseqguent removal constituted
an unconscious design change,
made during maintenance cycles,
and was therefore beyond the
scope of the normal change
control procedures that usually
exist for design. Design changes
feature in the stories of many major
accidents; the incident at THORP is
one further example.

Even combined with the difficulties
of sampling from the buffer sump
and accurately adding the correct
volume of acid, these design flaws
did not cause the THORP incident.
The incident, and particularly its
severity, resulted from the human
and organisational failings which
allowed the leak to continue for
over eight months.

Numerous failures are evident, all
within the management and task
and technical layers (ie none within
the governance layer) [5, Fig. 5]. The
running failure theme of the incident
is that of human-system interaction
[5, p. 89), operators’ understanding
of the system was continually at
odds with the true system state.
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The confusion between teams

as to who was responsible for

the monitoring and data analysis
of samples taken from sumps
prevented the identification of

50 g/I of uranium present, and by
consequence, the existence of a
leak. Having no single owner [5,

p. 89] of tasks may also have led
to staff being improperly trained

in the use of the relevant data
interpretation software. Clearly
defining roles would have helped
ensure tasks were fully carried

out and separating the alarms
displayed on the distributed control
system into those relevant to each
area of the plant would have kept
them on display and maintained
their priority status.

Most failings resulted from
management and/or operators
not following protocols that had
been put in place. Two clear
exceptions to this were that no
proof of correct overall operation
was required during routine
pneumercator maintenance and
that checking historical instrument
data for inconsistencies did not
form part of the maintenance
process. Inclusion of these two
tasks within the maintenance
process would have identified
the ineffectiveness of the flawed
pneumercator.

Lean organisational operation [5,

p. 96], shedding excess capability
to preserve the minimum required
to carry out business operations
makes enterprises less resilient.
Inadequately retraining surplus
electricians as instrument
maintenance staff ensured that
they were ill-placed to compensate
for the sub-optimal protocols
mentioned above. Dedicated
instrument personnel might have
identified that there was a problem
with instruments over a long time
period.

Competing objectives [5, p. 90]
sacrificed a focus on obtaining
successful routine sampling,

in favour of the collection of
operational samples, while the
significance of ‘high’ alarms within

the safety case over ‘low’ alarms
contributed heavily to alarm
tolerance. The safety case was
inadequate with regards to ‘low’
alarms so their significance was
not understood by supervisors.

The remaining failures all exist at
the managerial level and can be
grouped into three principal areas:

1. Alarm tolerance

The culture of the Head End plant
was to routinely allow instruments
to operate continuously under
alarm. Pneumercator alarms

were distinguished between

‘low’ and “high’, with ‘low’ alarms
not deemed urgent enough to
warrant investigation to resolve
the fault. The pneumercator at
fault in this incident had been

in ‘low’ alarm modes for 85%

of its operating period over the
preceding four years. The extent of
this demonstrates that the problem
was systemic, and not the fault of
single individuals.

Finding ways to address the alarms
would have been far preferable

to tolerating their continued
operation. With so many continuous
alarms signalling, it was left to

the supervisor to assess what

Was most pressing, resulting

in a competency gap from the
unmanageable complexity [5, p. 90].

2. Inadeqguate record-keeping

Requests for sump samples were
routinely made and their many
failed collections were reported.
Despite this, no action was
taken. In addition, maintenance
of instruments was carried out
following direct verbal request,
without being routed through
management. With no paper trail
of written requests and reports,
no systematic check of plant
conditions could be carried out.

Formalised checking regimes would
have potentially enabled managers
to spot trends of dysfunctional
instrumentation within the plant
and act accordingly.

3. Failure to learn from previous
incidents

Perhaps most worrying was

the similar, but less severe,
incident in the Head End plant

in 1998. Although the resulting
internal investigation issued 28
recommendations, there was

no formal record of the extent of
implementation. The investigation
following the 2005 incident stated
that proper implementation of the
1998 recommendations would
have prevented the more serious
incident of 2005. It is important

to ensure that the lessons from
the 2005 incident have been
learned and the recommendations
continue to be followed.

Effects on the site

In response to the post-incident
investigation by the HSE, THORP
implemented a range of changes
to safety culture:

* An updated plant safety case

e Staff knowledge development
workshops

* Operating experience and training

e QOrganisational reviews for
leadership roles

* Anincreased focus on nuclear
safety.

One of the benefits of revisiting the
2005 THORP incident more than

16 years later is that it is possible
to see whether the learnings from
the incident are still being applied
and feature in current staff training.
While THORP closed in 2018, much
nuclear work continues elsewhere
around the Sellafield site, and it is
here that the generic lessons can
still be applied.

The lessons from the 2005 THORP
incident are reportedly being

kept dlive across the site and the
learnings feature throughout the
site’s culture as Learning from
Experience.

Robust hazard and fault
identification is essential to any
demonstration of safety and forms
part of the management systems
and processes, contributes to

the Safety Case and to any
subseqguent Periodic Safety Review.
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A range of activities and studies
are applied to identify hazards,
with the approach selected
dependant on the size of the
project or task. Examples include
Hazard and Operability Studies,
Failure Modes and Effects Analyses
as well as plant walk-downs, task
analyses and revisiting previous
studies. Importantly, Learning from
Experience is specifically identified
in all nuclear industry management
systems.

The UK nuclear industry is closely
regulated by Government’s Office
for Nuclear Regulation and has
robust oversight from nuclear
safety and security committees;
while industrial bodies such as

the Safety Directors Forum provide
insight into wider learning and
their Good Practice Guides draw
upon and share Learning from
Experience across the sector.
Certification bodies, such as Lloyd’s
Register and the World Association
of Nuclear Operators (WANO),
have their own independent
mechanisms incorporating Learning
from Experience which contribute
to broadening safety culture.
Following the 2005 incident, the
THORP team instigated daily
nuclear safety calls; the forerunner
to the daily fleet call which forms
part of WANO best practice.

More recently, the industry has
made a distinction between
leadership and management.
Sellafield Ltd has recently released
a revised Nuclear Professionalism
Standards and Expectations
document [6] which aims to provide
clarity of purpose for the site. The
document prioritises ‘how to think’
rather than solely prescribing safety
and engineering processes that
identify “what to do’ under rigidly
specific circumstances.

Leadership and project academies
have their curriculum built upon
Learning from Experience and
focus on case studies, such as the
THORP incident of 2005, to provoke
reflection on the past and stimulate
thinking on how this might impact
the nuclear site in the future.

Too often, Learning from Experience
leads to straightforward
modification of procedures, rather
than any deeper cultural change.
However, THORP operated without
incident for the 13 years up until the
closure of the plant in 2018. If the
experience from the 2005 incident
led to real change in attitudes

and culture, driven from the top of
the organisation, then this can be
considered a successful Learning
from Experience model.

With new growth expected in the
UK nuclear sector in the coming
decades, the safety lessons from
incidents such as that at THORP in
2005 must continue to feed into
future nuclear safety culture, long
after the plants where the incidents
took place cease to operate.
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Endnotes
1. From a typical light water reactor.

2. Chesterton’s Fence [7], he
describes, “was not set up by
somnambulists who built it in
their sleep”. He insists that before
removing a structure that at first
seems useless, one must first
establish the full purpose of the
structure; and only then can it be
safely removed without fear of
unexpected consequences.
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Bexley train crash - a system failure
By Dr Chris Elliott MBE FRENg

Executive summary: A goods train derailed with three independent causes.
poor track maintenance, overloaded wagons, and excess speed. The “holes
in the Swiss cheese” lined up, and each hole had many complex underlying
causes. Safety of a complex system must be planned and executed as a
system, not as separate pieces.

Tags: train derailment, train
accident, transport, root

cause analysis, accident
inquiry, inadequate resources,
contractual complexity, political
priorities, systematic planning,
United Kingdom.

Section 1: Background and
introduction

On 4 February 1997 a goods train
derailed at Bexley. Four people
were seriously injured and there
was extensive damage. HSE
investigated the accident’ and
subsequently prosecuted the track
owner, operator and maintainer
(Railtrack and its contractor) and
the train operator.

The accident is informative because
it had three immediate causes and it
is likely that all three were necessary
for the accident to happen.

1. Poor track maintenance: the
longitudinal timbers supporting
the track on the bridge were
rotten, allowing the rails to move
(‘gauge spreading’)

2. Overload: the wagon that
derailed was estimated to be
30% over the permitted weight
for a line rated for the heaviest
loads (RAI10), this line was rated
below that (RAS).

3. Overspeed: the inquiry did not
estimate the impact of the
overspeed of around 37% but

it is reasonable to assume that
the dynamic loads are at least
proportional to speed so the
dynamic effect was as great as
the static overload.

However, the chain of causation
is more complex because each
immediate cause had root causes:

Maintenance

e Railtrack (principal duty-holder)
had failed to follow its audit plan

e SEIMCL (maintenance contractor)
had not communicated well with
Railtrack

e There was major restructuring of
staff in SEIMCL and a critical post
was vacant

¢ The condition of the sleepers
Was so poor that they could not
have decayed to that state within
the three years since Railtrack
inherited responsibility, they must
have already been defective
when maintained by British Rail

Overload

* The wagons had carried ballast,
less dense than the spoil carried
on this day

* The loaders were told to use only
75% of the volume of the wagon,
without any justification for that
value.

Overspeed

* The speedometers in the cabs
were under-reading by - 10%

e The driver was not aware of the
local rule regarding the speed of
goods vehicles (which was lower
than the ‘signed’ speed)

¢ The driver had been trained at
a centre that systematically did
not teach this rule.

Section 2: Analysis and
insights

At its simplest leve, this is a classic
system failure. It is well described
by Reason’s ‘Swiss cheese’ model
in which holes in three layers of
protection (track maintenance, load
control and speed control) lined

up to allow the accident to occur.
Many trains had passed over that
section of track without derailing, it
is likely that some were overloaded
and that some were speeding,

but a train that combined all three
elements caused a structural
failure.

It also illustrates the error of
latching on to the immediate
causes. All three had deeper root
causes that reflected failures

of management systems. The
contractual arrangements for track
maintenance were complex and
badly defined, with inadequate
resources and poor information
flow. The loaders were poorly
instructed and the system for
instructing them was inadequate,
with inadequate review and gquality
control. There was no control on
speedometers and there was

a long-standing failure to train
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drivers of freight trains in the rules
across all parts of the network.
The inquiry also found other safety
failings, such as the incorrect tare
weight on one of the wagons,

but concluded that these did not
contribute to the accident.

The contractual complexity is
illustrated by the train itself - the
wagon that started the derailment
was owned by CAIB UK Ltd and
operated by English, Welsh &
Scottish Railways Ltd and the driver
was on contract from Connex
South Central.

A complex contractual chain (or
more accurately network) is not
intrinsically unsafe - civil aviation
has a very complex contractual
structure without compromising
safety. However, it demands
proper planning, adequate
resources and especially very
careful management of the
transition from a simple integrated
regime to a fragmented regime
bound together by contracts. All
three were absent in the transition
from vertically-integrated British
Rail to the fragmented privatised
railway.

The over-riding message is that
successful safety management of
a complex system must be planned
and executed as a system, not as a
set of separate measures.

Section 3: Discussion and
transferable learnings

This case study illustrates the
issues outlined by the York
Framework?, depicted in Figure 1,
previously released by the Safer
Complex Systems mission:

Causes of system complexity

e Railways are intrinsically complex
and rely for safe operation on
clear and unambiguous rules
that are strictly followed

e The railway had been broken into
many independent companies

e Regulatory structures were
weak, relying on duty-holders
without close oversight

e Technical complexity is easily
recognised, management
complexity is not

Consequences of system
complexity

* No one person ‘owned’ the
issues

¢ Unsound practices were dllowed
to persist
Design-time controls

e Track speed and loading ratings
were not known or enforced

¢ No procedure existed to verify

Figure 1. The York Framework?.

speedometers, or if it did, it was
not followed

e Decisions were arbitrary and not
subject to review

e Audits were not conducted

Operation-time controls

e Key staff (loaders, drivers,
maintenance planners) were not
properly briefed

* |Inadequately-trained drivers
were used

Exacerbating factors

* General sense of confusion
following the definition
and implementation of the
fragmentation of the railway

* Failure to replace previous
informal practices that relied on
personal relationships with a
systematic safety management
system

This accident raises many wider
issues because it can be used

to shine a light on some of the
problems that the UK’s legal system
has when dealing with system
issues.

Criminal law

The test of criminal liability is that
the defendant did, and in most
cases also intended to do, the

act ‘beyond reasonable doubt’.

In this case, it is hard to see any
doubt that all three of the failures
(maintenance, overload and speed)
passed this test but only two were
prosecuted. Arguably the one that
was not prosecuted (speed) is

the most serious because it was
systematic and long-standing.

The test in the Health and Safety at
Work Act is that the defendant did
everything reasonable to reduce
risk (ALARP). This is a powerful and
elegant rule but struggles with
statistical causes and frequently
uses an irrational concept of
‘reasonable’. In this case, it may
not have been reasonable for the
duty-holders to have put right

the flaws in their systems, even
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though they are obvious with
hindsight, if they were driven by
political pressures and constraints
and had inherited a backlog

of maintenance and lack of
management systems from a quite
different legal structure.

Although railways rely on strictly
following rules, it is impossible

to encode those rules in a legal
framework, which will always lag
behind innovation in practices
and technology. This accident
occurred before rail regulation
adopted the ‘New Approach’

of general legal principles and
industry-made detailed rules. After
around 30 years of successfully
applying this approach, there are
disturbing signs of returning to a
prescriptive regime, for example for
autonomous road vehicles

Health and safety law in the

UK is largely based on the seminal
report of the committee chaired
by Lord Robens in 1972. That
report argued that complicated
prescriptive standards should
be replaced by a duty on each
employer to strive to eliminate
risks to workers and others, so
far as is reasonably practicable.
However, the report states in
paragraph 182:

We accept that transport
safety is a vast study in its own
right, involving many technical
problems of a highly-specialised
nature. Provisions for the safety
and health of those engaged

in flying aircraft, driving trains,
lorries and so on clearly cannot
be considered in isolation from
a whole complex of special
considerations such as the
constraints imposed by the
design of transport vehicles;

the circumstances in which
they operate which include
many eventualities beyond the
control of an employer; and the
predominant need - in terms of
numbers at risk - to safeguard
the travelling public and the
public generally. We accept that
these matters must be dealt with
within transport legislation.

Paragraph 475 of the report
summarises the conclusion:

The legisiation .. should not apply
to the normal use of the highway,
to domestic service, or to

transport workers whilst actually
engaged in transport operations.

Lord Robens and his committee
understood that it was not
appropriate to hold one person to
account for failures of a system
over which he does not have
control.

Despite Lord Robens’ clear
statement, the consequent HSWA
is applied to systems. Also the UK is
unusual in that it is underpinned by
criminal, not civil law.

That is fine when the breach is
simple and obvious. If an employer
does not give his staff adequate
Personal Protective Equipment for
work in a hazardous environment,
he is guilty unless he can prove that
it was not reasonably practicable
to have done more. It is much
harder to enforce when the harm is
an emergent property of the action
of many employers:A+B > C

Attempts to reconcile the criminal
legal system with the word
‘reasonable’ have led to several
other distortions that may be
particularly unjust when applied to
system failures:

e using ill-defined concepts like
‘gross disproportion’

¢ in a complete inversion of
normal legal logic, arguing that a
breach may be serious enough
to constitute a crime but not
serious enough to constitute a
tort/civil wrong

e placing the onus of proving
that an alternative was not
reasonably practicable on the
defendant, thus creating a
presumption of guilt until proven
innocent.

Conclusion: The UK’s safety

law, including HSWA, was never
intended to, and is poorly
constructed to, apply to systems

Civil law

Tort law relies on the concept of
causation - this requires that the
outcome should be sufficiently
proximate to an action for that
action to be causal. Where the
evidence is only statistical, an
event must be more than 50%
likely to have been the cause for
causation to be found. Where
three immediate causes together
led to an accident, it is arguable
that none contributed more than
33% so there is no causation. Ina
2006 paper? the present author
wrote:

But what happens when the risk
arises solely from the interaction
of the parts of the system. You
can’t then apportion the risk to
each part - it makes nho more
sense than to try to describe the
sound of one hand clapping.

The tortious principle of causation
has many weaknesses when
applied to complex failures,
especially when there are known
and unknown unknowns and
when it has to deal with the
apportionment of risk. The principle
is that there is no liability unless the
failure is more than 50% likely to
have caused the harm - there is no
allowance for loss of expectation
value.

If liability arises, it is for the
condition of the victim at the time,
not for the condition of a normal
victim (known as the egg shell
skull). Although this was not a
consideration here, all three of the
causes had ‘egg-shell’ conditions
unknown to the other players.

Civil liability is determined on a
balance of probabilities, which is
hard to determine in a three-cause
event.

Civil liability often hinges on the
guestion of whether the victim
would have suffered ‘but for’ the
defendant’s actions. This accident
illustrates the difficulty of applying
the ‘but for test’ in a system failure.

Contract law is better on probability
but is still challenged by causation.
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Conclusion: Civil law is poorly
constructed to apply to systems.

Accident investigation

This accident was investigated by
HSE, which then prosecuted two of
the companies that it investigated.
Since then rail accidents have been
investigated by the Rail Accident
Investigation Branch. RAIB’s website
states ‘Our investigations are
focused solely on improving safety.
We are not a prosecuting body and
do not apportion blame or liability’
However, legal protections for
witnesses are weaker than for the
Air and Marine equivalent bodies,
an essential feature of the success
of their impact on safety.

Two fundamental tools to improve
the safety of systems are:
confidential but not anonymous
reporting of accidents and
incidents; and impartial expert
investigation after an accident to
find the root cause.

Both depend on a willingness to
be open and share knowledge
and experiences without fear of
recrimination, within a ‘just culture’.
The concept is best developed

in transport. The three bodies in
the UK that investigate transport
accidents have an overriding duty
to identify causes, not blame. Air
and maritime investigations have
legal protections that ensure that
their reports and opinions may
not be used in legal proceedings
concerned with blame or liability.
Rail reports may be admitted

to such proceedings but the
statements on which they draw
remain confidential. Witnesses may
therefore safely cooperate with
the investigators in the knowledge
that they will not be incriminating

themselves or, even if they are not
culpable, providing ammunition for
opportunist civil legal actions in
negligence.

These protections are constantly
under threat by the need to
attribute blame. Why do we
investigate accidents: to prevent
them recurring or to identify and
punish the guilty?

Conclusion: Impartial, non-
judgemental investigation has
proved invaluable for transport
safety and needs to be generalised
to all complex system failures.
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Revisiting the causes of the Hatfield Rail Crash
By Prof Roger Kemp MBE FRENg

Executive summary: In October 2000, an InterCity 225 train derailed south
of Hatfield station, resulting in four fatalities and more than 70 people
injured. The official inquiry blamed failures of the maintenance contractor
and poor supervision by the infrastructure manager. Viewing the accident
as the outcome of a failure of a complex system suggests that much

of the blame rested with the governance arrangements created by the
privatisation of the rail network.

Tags: transport, train derailment,
train accident, business
restructuring, privatisation,

East Coast Main Line (ECML),
qualitative analysis, complexity,
budget commitments, United
Kingdom

Section 1: Background and
introduction

The accident

0On 17 October 2000, an InterCity
225 train (IC225) bound for Leeds
left London King’s Cross at midday
and was travelling north on the
East Coast Main Line at 185 km/h
when it derailed south of Hatfield
station. The train travelled a further
1km after derailment. The leading
Class 91 locomotive and the first
two coaches remained on the
track. The rest of the coaches
were derailed. The buffet car hit
two overhead line structures

after derailing, resulting in severe
damage to the vehicle and the
death of four people. In total,

more than 70 people were injured,
several seriously.

The case study

A model for complex systems
failure produced by York University,
as part of the Safer Complex
Systems project!, identified two
main processes for reducing

risk: design-time controls and
operation-time controls. It is clear

from reading its 2006 report that
the official inquiry concentrated
on the operation-time controls - in
particular the performance and
supervision of the maintenance
contractor. In the 250-page
document, there was almost no
reference to how the railway had
arrived at a situation where normal
operation resulted in a hazardous
situation.

This case study discusses how
the inadequacy of design-time
controls and a consistent and
knowledgeable governance
structure contributed to regular

rail cracking in service. This is a
complicated situation that involves
both the dynamics and metallurgy
of the wheel-rail interface and the
politics and governance of the
national infrastructure. An appendix
provides more detail on technical
issues.

The official inquiry

The Inquiry? concluded that “The
immediate cause of the derailment
of the Great North Eastern Railway
express passenger train on 17
October 2000 was the fracture
and subsequent fragmentation of
the [outer] rail on the [northbound]
fast line at the Welham Green
curve. The rail failure was due to
the presence of multiple and pre-
existing fatigue cracks in the rail”
The underlying causes identified
by the HSE (Health and Safety
Executive) investigation were

that the maintenance contractor
at the time, Balfour Beatty

Rail Maintenance Ltd (BBRML),
failed to manage effectively the
inspection and maintenance of
the rail at the site of the accident.
The investigation also found that
Railtrack PLC, the infrastructure
controller at the time, failed to
manage effectively the work of
BBRML.

A preliminary investigation found
that the rail had fragmented as
trains passed and that the likely
cause was rolling contact fatigue
(RCF). Repeated high loading
caused fatigue cracks to grow.
When they reached a critical size,
the rail failed. Portions of the failed
track at Hatfield were reassembled
and numerous fatigue cracks were
identified.

The problem of RCF was known
about before the accident. It had
been studied in the British Rail’'s
Railway Technical Centre during the
1970s and the Inquiry was shown

a December 1999 letter warning
that the existing Railtrack Line
Specification was insufficient to
guard against this type of fatigue®.

Since privatisation, Railtrack had
divested much of BR’s engineering
knowledge to contractors. “The
Investigation revealed possible
training deficiencies for some of
the Railtrack staff involved in the
auditing process. Railtrack’s LNEZ
Compliance and Engineering
Manager, in interview, said he was

72



Safer Complex Systems
Case Studies

unabile to follow discussions of
track work at Hitchin because of its
technical nature. The Zone Quality
Standards Manager stated in an
interview: “I do not have knowledge
of railway engineering nor railway
safety”. The job description for the
Zone Quality Standards Manager
requires ‘excellent knowledge of
railway engineering safety and
contractual matters’ .4

The effect on Railtrack

As a result of the accident, Railtrack
suffered a major loss of reputation
and shareholder confidence

and was declared bankrupt. The
infrastructure, along with its assets
and liabilities, was taken over by
Network Rail, a government-owned
company.

In 2003, five managers and two
companies - Network Rail (as
successors of Railtrack) and the
division of Balfour Beatty that
maintained the track - were
charged with manslaughter

and breach of health and safety
regulations in connection with

the accident. The trial beganin
January 2005. In July, Balfour Beatty
changed its plea to guilty on the
health and safety charges and,

on 6 September, Network Rail was
found guilty of breaching health and
safety law. All of the manslaughter
charges against the executives
were dismissed by the judge.®

Section 2: Analysis and
insights

Why was the rail prone to RCF?

The wheel-rail interface is an

area that has, over the years,
been subject to many debates
between train designers, operators
and infrastructure managers. It

is a complex technical area and
the specification of the interface
involves many compromises. (See
appendix for details)

Rolling contact fatigue (RCF) is
triggered by a combination of
contact pressure between the
wheel and the rail, the longitudinal
forces between the wheel and

the rail surface and the number of
wheels passing the site.

Contact pressure is the weight on
the wheel divided by the contact
area. The latter is influenced by
the wheel diameter and by how
well the wheel profile is matched
to the rail profile. Longitudinal force
is determined by the levels of
acceleration and braking, but also
by suspension characteristics.

It can be seen from the appendix
that the factors that influenced
RCF were decided on the basis

of disconnected criteria - some

to reduce risk in other areas;
some to keep down costs; and
some to improve access for
wheelchairs. Decisions were taken
(or, at least, strongly influenced)
by infrastructure managers, train
operators and designers, safety
authorities, pressure groups and
the overriding government limit
on costs. RCF was not specifically
considered but was an outcome -
a so-called emergent property.

How did this situation come
about?

Privatisation

During the second world war,

the British government took a
management role in many key
industries and the aftermath of the
war saw the traditional balance
between capital and labour
shifted in favour of the latter®

The Conservative Government,
elected in 1979, had an ideological
commitment to reducing the power
of the trade unions, shrinking the
role of the state and ‘correcting’
the balance between capital and
labour. Privatisation of nationalised
industries contributed to these
aims and, over the next 18 years,
the national aerospace, electricity,
oil, gas, coal, water, telecomms,
council housing, buses and many
other industries were sold.

The UK rail industry was privatised
over a period, from 1984 to 1997.
Initially ancillary businesses
(hotels, ferries, etc) were sold,
followed in 1989 by British Rail

Engineering (the train building
activity); then restructuring was
implemented to establish strict
commercial relationships between
the different ‘shadow franchises’,
infrastructure units and suppliers.

IN 1994, the railway infrastructure
was transferred to Railtrack. This
complied with the EU directive

to separate infrastructure from
operations, but went much further
than in other member states. Finally,
rolling stock and other assets were
transferred to several dozen private
sector businesses.

The assumption was that safety
of the network would be assured
by compliance with standards laid
down by Railtrack’s Safety and
Standards Directorate. Mandatory
standards on, for example, the
width of gangways are easily
managed by a standards regime.
The international airline industry
has demonstrated that high
levels of safety can be achieved
when aircraft, airports and air
traffic control are managed by
many separate organisations;

SO separation of ownership is
not, per se, hazardous, but how
the separation is managed

is important. Achieving a

good compromise between

a dozen difficult-to-calculate
parameters cannot be achieved
by compliance with commercial
standards written by bodies
unfamiliar with the technical
problems that need to be
managed.

To some extent, Railtrack
maintenance managers had been
put in an impossible situation. The
design optimisation work had

not been done and the level of
maintenance needed was well
above that envisaged during the
privatisation, or budgeted for with
Balfour Beatty. It was obvious
that a different strategy was
needed, but Railtrack didn’t have
the financial resources, expert
knowledge, access to machinery
or the political weight within the
industry to undertake a disruptive
programme of re-engineering.

73



Safer Complex Systems
Case Studies

It should be noted that Network
Rail, the successor of Railtrack,
instigated a more intensive rail
replacement, reballasting and
rail grinding programme than
either British Rail or Railtrack

had achieved - but this required
significant capital investment in
plant and machinery and a 200%
increase in subsidy. This is shown
in Figure 1, taken from a 2018
government report.”

In retrospect, it is clear

that privatisation of the rail
infrastructure was based on an
unrealistic business model that was
unable to support the necessary
maintenance costs.

Management of the wheel-rail
interface

The appendix summarises the
complexity of the wheel-rail
interface on a railway and the
effort that has to go into achieving
a compromise between vertical
forces, lateral forces, unsprung
mass, performance, maintenance
costs and all the other factors
impacting the infrastucture and
vehicles.

The management of bogie stability
and the wheel-rail interface had

Figure 1. Subsidy to rail industry at 2018 prices.

never been particularly good under
the British Rail regime and this
deteriorated with preparations for
privatisation. The strict commercial
regime prevented the traditional
engineering process of bringing
the parties together round a table
to decide on how best to resolve
interface issues and achieve the
‘least bad compromise’ between
competing objectives. As noted

by the Inquiry, privatisation

also resulted in responsibilities
being allocated to people with

no in-depth understanding of

the underlying science and
engineering.

However, the failure to consider RCF
during the design phase cannot
wholly be blamed on preparations
for privatisation. It was never an
issue that appeared in requirement
specifications for British Rail
locomotives or rolling stock.
Probably, this was because it was a
complex issue. It was not possible
to lay down hard and fast rules in

a specification that would ‘solve’
the problem. As discussed earlier,

it was an emergent property that
resulted from decisions taken by
many different individuals or groups
over along period.

Section 3: Discussion and
transferable learnings

The Health and Safety at Work Act
and complex projects

The Health and Safety at Work
Act 1974 is the primary legislation
covering occupational health and
safety in Great Britain. It replaced
various Factories Acts (since
1833) and the Offices, Shops and
Railways Premises Act 1963. The
legislation was based on the 1972
Robens Report and was focused
on factories, offices and other
enterprises. Railways and other
transport systems were specifically
excluded from the report’s
recommendations.

The Act was designed for a world
in which a duty holder could be
identified as responsible for an
enterprise. It required the duty
holder to identify risks and reduce
them to As Low As Reasonably
Practicable (ALARP).2 The concept
of duty holder works satisfactorily
for incidents like the Grayrigg
derailment,® where investigators
quickly came to the conclusion
that it was caused by a badly
maintained set of points. It works
less well when there is not a single
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organisation that can be held
responsible. As a recent Lloyds
Register Foundation report states:
“Many regulatory methods were
designed for worlds and risks

that can be very different from
those faced today. Innovations
using technology can now move
seamlessly across sector or
national boundaries at speeds and
scales not previously experienced.”

Dividend responsibilities and
corporate memory

Under British Rail, responsibilities
were split between the engineering
and operating departments. In the
last resort, the Chairman of the
British Rail Board was the person
accountable for overall railway
safety and for ensuring that
adequate precautions had been
taken to avoid hazardous emergent
properties. All departments of

the railway could call on shared
expertise on topics like RCF or
bogie dynamics in the Railway
Technical Centre.

In the privatised railway of the late
1990s," trains were purchased by
rolling-stock companies (ROSCOs)
and were leased to train operating
companies (TOCs) who, after
competitive bidding, had been
awarded a franchise by the Office
of Passenger Rail Franchising
(OPRAF), part of the Department
for Transport (DfT). TOCs and/or
ROSCOs were required to submit

a safety case to the safety
regulator and/or infrastructure
owner (Railtrack) proving that
vehicles complied with Railway
Group Standards. This responsibility
was nhormally discharged through
contracts with suppliers who, in
turn, were required to appoint an
independent Vehicle Acceptance
Body (VAB) to carry out the work.
The infrastructure was owned by
Railtrack, a private-sector company.

For many aspects, the strands

of responsibility for the wheel-rail
interface only came together in
the DfT. In this structure, there was
No single person or organisation
accountable for overall railway

safety. There was also no shared
expertise and no forums where
issues, such as managing
emergent properties, could be
discussed. The Hatfield incident
demonstrated the rupture of
corporate memory during the
privatisation process.

For many years, the HSE has
published guidance for company
directors on the need to consider
health and safety when planning
company restructuring.’2* If an
inquiry determines that a serious
accident was, at least partially, the
result of inappropriate business
re-engineering, legal action might
be considered. However, there does
not appear to be an equivalent
requirement for the restructuring of
complete industries by government
legislation.

Hatfield - failures of risk
management

The introduction refers to a
report by York University,* which
describes a model for the
evolution of systemic failures

in complex systems, shown in
Figure 2. The report identified
two main processes for reducing
the risk: design-time controls and
operation-time controls.

Risks propagate through a
complex system from causes to

conseqguences to systemic failure.
At different stages in the project
there are design-time controls and
operation-time controls that could
reduce the risk. Effective design-
time controls can reduce the
potential consequences of intrinsic
risks that are passed through to
system operation. Across both
phases, York identified three
operational layers. governance,
management and technical. In
each, there could be exacerbating
factors making them less able to
manage risk.

When analysing the Hatfield crash,
it appears that the York model is
lacking a stage - the specification.
Before there can be design-time
controls, the design team needs

to know there is a risk that has to
be managed. In the procurement
of the 1225 trains, RCF was not
identified by British Rail as an issue
that train designers needed to be
involved with. In the frenetic activity
to start work on a project that was
won on the basis of a best and
final competitive bid with a two-
year delivery time and stringent
penalties, there were no prizes for
diverting design effort onto a list of
difficult issues that were not in the
specification.

The process of design - operation,
assumed by the York report, is
meaningful for a discrete project.

Figure 2: Sources of systemic failures.
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It is less useful for managing
established infrastructure that

has been in continuous use since
the mid-19th Century. What was
needed, but was lacking, was
ongoing technical oversight that
kept emergent issues, like RCF,
under review and advised on
mitigating actions on both sides of
the wheel-rail interface. There was
no ‘through life” governance that
tracked, updates and recorded risk
profiles through different phases of
the evolution of the technology on
the network.

The restructuring of the railways

in the 1980s was based round a
model of independent companies
entering into legal contacts with
each other where the management
layers in the various parties were
constrained to work within the
Balkanised'® commercial structure.
People in the technical layer were
recruited to ensure compliance
with specifications, rather than to
understand the science behind

the systems they were working

on. This was particularly true

for the VABs which had a ‘tick

box’ culture. As has been found

in other investigations, such as
that into building fire standards,’®
compliance with standards/
specifications does not necessarily
mean something is safe (especially
when those checking compliance
do not adequately understand the
principles behind the standards).

The failure of design-time
controls was primarily an issue

of governance. The industry was
restructured in a way that did not
allow interface problems to be
adequately resolved during the
specification and design phases
and thus contributed to a complex
system prone to a type of fatigue
fracture that could have serious
consequences and that placed
high demands on the operation-
time controls.

A new model of risk management

The 1974 Health and Safety at
WorkAct worked well for the
stable, self-contained, hierarchical

manufacturing companies and
similar organisations for which it
was originally designed. However,
triggered by the reforms of the
1979-1990 governments, the scope
and structure of businesses are
now radically different. Many public
services have been privatised.
Industries in both the public

and private sectors have been
disaggregated so a service or
product is delivered by several
organisations which may, or may
not, have ‘joint and several’”
obligations to maintain a safe
service. New funding models,
such as special-purpose vehicles,
private finance and debt financing,
along with multiple layers of
subcontracting and a wider use of
consultants, have further diluted
the sense that a named individual
or board of directors is ultimately
responsible for a project’s safety
performance.

Professor James Reason'® proposed
a Swiss cheese model of risk
where different layers individually
offered incomplete protection
against catastrophe but, between
them, they prevented hazards
turning into disasters. In the current
environment, one could consider
that the layers include:

e An organisational layer,
including a safety management
organisation;

* A desigh and development layer;

e A process layer, including design
reviews and safety audits;

e A skills and experience layer, and
e A culture layer.

Each of these layers could provide
an impediment to a hazard from
turning into a crisis. However,

they all rely, to a greater or lesser
extent, on the organisation having
the appropriate structure and
people. If, for example, a railway
organisation does not have people
with experience of how a railway
operates - and how it can fail - it is
unlikely that an appropriate safety
management system will emerge.
The situation prior to the Hatfield

crash appeared to be that RCF
mitigation in the design phase was
largely ignored and safety relied on
the single layer of inspection and
maintenance.

Living with technology

Earlier sections of this case study,
and particularly the appendix,
illustrate some of the technical
complexity of the wheel-rail
interface, the factors that
contributed to the growth of RCF
and the failure to suppress it. This
was partly because the politicians,
civil servants and managers
setting up the governance and
management layers did not
understand the RCF process or
the risks that could be entailed by
failure to manage it. This is hardly
surprising - it is a difficult subject
that, to understand adequately,
requires a level of ‘nerdy’"®
understanding not found in most
railway managers, let alone in
policy generalists.

This is not a problem unigque to

the rail industry. The National
Transportation Safety Board (NTSB)
report into the accident on 18 March
2018 - when an autonomous Uber
test vehicle struck Elaine Herzberg
as she was walking her bicycle
across the street in Tempe Arizona
- indicates the complexity and in-
built assumptions of the automatic
decision-making that went into the
process of discriminating between
a pedestrian, a cyclist and street
furniture.

On a related topic, in a 2018
interview with The Guardian,?®
Alison Saunders, the retiring head
of the Crown Prosecution Service
(CPS), said that Britain’s criminal
justice system was “creaking”
and unable to cope with the
huge amounts of data being
generated by technology. She
said the CPS and police were
failing to investigate thousands
of cases efficiently - from rape
to fraud to modern slavery - and
were critically short of the skills
and resources required to combat
crime.
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What general lessons can be
drawn from this incident?

proposed changes. For a large
organisation, this could be of
equivalent scale to a safety

Projects in the design of the Class
91 locomotive that was involved in
the accident.?® There was a wide

This case study has identified
three fundamental issues that
contributed to the crash at Hatfield:

case for a new activity. variety of train types using the line
through Hatfield and most of the
design teams for newer models
would have followed a similar

process.

An important conclusion of this
case study is that the governance,
safety audit and regulatory
arrangements for complex
systems need to evolve at least
as quickly as the systems being
governed. Procedures originally
conceived for regulating self-
contained industrial activities with
a clear hierarchical management
structure may not be appropriate
for regulating complex systems
with responsibilities spread
between many different entities.

1. When starting a completely
new enterprise using new
and potentially hazardous
technologies, it is accepted
practice to undertake a detailed
risk assessment, HAZOP and/or
similar processes. In established
industries where developments
progress slowly, over decades,
there tends to be an assumption
that the system is fundamentally
safe and that each change
merely requires a quick check
that it does not exacerbate
known risks. This is what Sidney
Dekker refers to as ‘Drift into
Failure’?' (discussed in the
appendix).

The Class 91 primary suspension
system (between the wheelsets
and the bogie frame), shown

in Figure 3, used coil springs to
provide vertical stiffness and
rolling rubber ring units to give the
necessary lateral and longitudinal
restraint.

The means of primary longitudinal
restraint is important in
understanding the causes of RCFE
When a train goes round a curve,
the wheelsets attempt to align
radially - that is to say the axles
point towards the centre of the
curve. If the longitudinal suspension
is too stiff, the axles remain almost
parallel and impose significant
longitudinal forces on the rail at the
contact with the wheel.

Appendix - technical issues

The IC225 train consisted of a Class
91 power car (at the north end)

and a set of nine Mark 4 coaches
comprising six standard class
coaches, a buffet car, two first
class coaches and a driving van
trailer (at the south end). The train
had been specified to have a single
power car to reduce costs and

also comply with a safety ruling

on electrical power transmission
between vehicles ??

2. Complex systems have
emergent properties that create
risk in the system. These can be
the result of decisions taken by
many different organisations,
with no formal relationships.
The emergent properties
can override layers of safety
management that are probably
taken for granted, thus placing
much greater responsibility on
the maintenance processes.

Conicity and bogie stability

On a road venhicle, driven axles

are equipped with a differential so
that, when going round a curve,
the outer wheel can run faster than
the inner wheel. On railway vehicles
the wheels are linked by a solid
axle, but can have different rolling
diameters. This is shown, greatly

Train dynamics

The dynamic model of a railway
vehicle, developed by the Railway
Technical Centre (RTC) in Derby,
was used by GEC Transportation

3. Business re-engineering, as a
result of takeovers, outsourcing,
disaggregation or privatisation
can result in a situation where
no individual or organisation
is responsible for taking a
global view of safety. A lesson
from this incident might be
that, before implementing
a major restructuring -
such as privatisation or a
merger of a safety-related
industry or company - those
responsible should be required
to undertake ‘safety due
diligence’ to investigate how the
responsibility for safety would
be transferred and to whom as
well as the new organisation’s
vulnerabilities and how these

might be affected by the Figure 3: Class 91 primary suspension.
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simplified and exaggerated, in
Figure 4.

The wheel treads are to a first
approximation, conical. On straight
track, the wheels are central on the
track, as shown. On a curve, the
wheelset (the pair of wheels and
the axle) moves outwards, away
from the centre of the curve, so

the outer wheel runs on a larger
diameter and the inner wheel on

a smaller diameter. Obviously, this
only works on relatively gentle
curves - on sharper curves the
wheelset moves to the end of

the conical section where there

is a flange to prevent it moving
further. It is usual to provide flange
lubricators, either on the train or the
trackside, that apply grease to the
flange to prevent excessive wear.

The greater the conicity, the
sharper the curve that can be
traversed without flange contact
and also the greater the centring
force applied to the wheelset on
straight track. If the centring force is
too great and changes too rapidly
for a small displacement, the bogie
can ‘hunt’ (oscillate around its
central pivot), noticeable by violent
shuddering in the passenger
vehicle. As a wheel wears, the
effective conicity changes.

One of the factors driving

up conicity on the Railtrack
network was the insistence by
infrastructure managers that they
should be able to minimise rail
replacement costs by transposing
left and right rails. If the inside
edge of each rail has worn down,
by transposing them, the lightly-
worn outside edge can be used.
Unfortunately, contact between

Figure 4: lllustration of conicity.

the sharp corner of the rail and the
wheel profile created a very high
effective conicity. Inevitably, this
required high levels of domping in
the suspension components. The
Class 91 locomotive involved in
the Hatfield crash was specified
for wheel-rail conicities up to 0.4.
In comparison, the French TGV-
PSE, its near contemporary, was
optimised for a 0.05 conical wheel
profile, although it was stable at
higher levels.

To avoid flange wear, railways
apply lubricant to the flanges

on the approach to curves. This
can be by ‘greasers’ mounted on
the sleepers that apply grease

to passing wheel flanges or
high-pressure lubricant sprays
mounted on the bogie or stick
lubricators (looking like oversize
lipsticks) that bear on the wheel
flanges. The British Rail privatisation
raised several questions about
responsibility for maintaining
adequate flange lubrication -

was it the train operator or the
infrastructure owner? Too little
lubrication results in flange wear
and, in extremis, flange climbing
and derailment; too much can
contaminate the rail surface and
extend braking distances, resulting
in signals passed at danger
(SPADs) and, potentially, accidents.
Following the accident, it emerged
that a large proportion of flange
lubricators were not working, thus
increasing the traction coefficient
(see Figure 6).

Vertical forces and impact
loading

On perfectly smooth track, vertical
forces are determined by the
axleload. However, real track is not
perfectly smooth. Where lengths
of track are welded together

the weld can be harder than the
base metal, so it wears less and,
over time, the wheel sees it as

a step up, followed by a drop
back to the worn surface. There

is a similar transient force seen
when the wheelset traverses a
dipped rail joint. This has long been

seen as a problem - a pragmatic
comparison of which locomotive
types caused track damage (the
160 km/h electric Class 86, with 5
tonne unsprung mass) and which
didn’t the 160 km/h diesel-powered
Deltic locomatives, with a 3.3 tonne
unsprung mass). This resulted in
the Deltic Criterion against which
designs were assessed (Figure 5).

Rolling-contact fatigue - an
emergent property

Both the conicity/stability criterion
and the unsprung mMmass criterion
were ‘single input - single output’
problems:

* Increase the conicity too much
and the bogie goes unstable;

e Too high an unsprung mass
causes track damage.

By comparison, rolling-contact
fatigue (RCF) is an emergent
property. It is caused by the
coincidence of three key factors,
each influenced by severadl
parameters:

e Susceptible metallurgical
properties in the rail;

* High contact stresses;

e High horizontal (particularly
longitudinal) forces on the rail
surface.

Rail steels are heat treated and
guenched. This means that the
outer layer of the rail cools and
hardens, while the core is still

hot. The core then slowly cools
and attempts to shrink, thus
leaving the outer layer of the rail

in compression and the inner core
in tension. For this reason, when a
crack develops, it first progresses
slowly through the outer layer and,
when it reaches the core, changes
direction and moves relatively
quickly through the core, leading to
a complete fracture.

A 1991 paper by Cambridge
academics?# provided a summary
diagram of the factors that
contribute to rolling contact
fatigue in railway rails (Figure 6

is a simplified version). While the
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Figure 5: The Deltic criterion.

operating point is in the elastic
region, the rail surface flexes, but
goes back to normal; if it is in
one of the flow regions, it distorts
permanently and, over time, can
crack.

The two axes on the diagram

are contact stress (P./Ke) and
traction coefficient (Q/P). The four
parameters are:

P, - Contact pressure between
wheel and rail

K. - Yield stress of the rail material
Q - Horizontal traction force on
the rail
P - Vertical wheel load

Contact pressure (P,) is influenced
by the wheel diameter, axleload,
wheel/rail profile mismatch, track

smoothness and cornering speeds.

For passenger rolling stock, there
was pressure to minimise wheel
diameters to allow lower floors and
ease wheelchair access. Reducing
axleload (P) requires either more,
but shorter, vehicles or advanced
construction techniques using

light alloys, rather than steel; both
add cost.

Evolution of rail vehicle design

The way in which primary yaw
stiffness and axle loads have
evolved over the years is indicated
in Table 1. (It must be stressed,
these are particular examples of

comparable passenger vehicles;
not all vehicle types showed
equivalent trends.)

The Mark 3 coach was the
standard 125 mph British Rail
coach from the mid-1970s, used,
electrically-hauled by the Class
87 and Class 90 locomotives, on
the West Coast Main Line and in
the diesel-hauled HST (IC125). The
Mark 4 coach was the 140 mph
1990s design used on the IC225.
The Class 319 was designed in the
mMid-1980s as dual-voltage multiple
units running under London from
Bedford to Brighton. The Class 175
Coradia were diesel multiple units,
originally running in North Wales
and North West England. In both
examples, it can be seen that the
primary yaw stiffness has more
than doubled and axleload has
increased alittle.

The other area where vehicles have
evolved is in the tractive effort
produced by a locomotive. Each of
the Class 43 power cars, at either

Figure 6: Susceptibility of rails to RCF

end of a 1970s IC125 train, produces
80 kN. The single Class 91 power
car at the north end of an IC225
can produce 190 kN - more than
twice the tractive effort.

Both passenger vehicles and
locomotives had evolved to meet
the commercial demands of the
industry, but there appears to have
been no recognition of the effect
this evolution could have had

on rolling contact fatigue. For an
insight into this, it is interesting to
consider how rolling stock on that
route developed:

* Express steam locomotives,
prior to 1961, had (by modern
standards) very large wheels,
SO the contact stress was low.
Coaches were wood bodied with
low axleloads.

* The next generation consisted
of Class 55 Deltic locomotives
hauling Mk 1 or Mk 2 coaches.
The Class 55 used two
Deltic?® engines, each rated
at 1,230 kW. On a six-axle

Vehicle | Primary yaw stiffness (MNm/rad) | Axle load (kN)

Mk 3 coach 17 100
Mk 4 coach 4] 15

Class 319 13 150
Class 175 49 155

Table 1 Evolution of bogie characteristics?®
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locomotive, this represented
around 300 kW/axle, by

the time train heating and
auxiliaries had been taken into
account.

* From 1978, Deltics were replaced
by the 200 km/h High Speed
Trains (HSTs), also called IC125.
The 4-axle, 70-tonne Class 43
power cars produced 1,320 kW
at the rail, or 330 kW/axle.

e Then, from the late 1980s, the
IC125s were replaced by the
IC225. The 225 km/h, 80-tonne
Class 91 power cars produced
1,200 kW per axle.

It can be seen how the speed,
weight, power and tractive

effort of locomotives crept up
over a period of 30 years. At the
same time, passenger vehicles
increased in weight, because

of higher safety standards and
improved passenger comfort

(air conditioning etc) and their
bogies, optimised for higher
speeds, became stiffer and thus
more prone to triggering RCF. This
is what Sidney Dekker refers to
as a ‘Drift into Failure’,?” when

a hazardous situation arises
gradually as the result of a large
number of small changes, none
of which, in isolation, justified a
safety analysis going back to first
principles.

Endnotes

1. Safer complex systems, an
Initial Framework, S. Burton,
J. A. McDermid, P. Garnett
and R. Weaver, University of
York. Published by the Royal
Academy of Engineering, 2020.

2. Train Derailment at Hatfield: A
Final Report by the Independent
Investigation Board, Office of
Rail Regulation (ORR), July 2006
(page 3)

ORR op cit page 17

ORR op cit page 114
Wikipedia - description of the
accident and investigation

6. Thomas Piketty, Capital in the

10.

n

12.

13.

14.

15.

16.

17.

2Ist Century. Harvard University
Press, 2014

Rail Finance: 2018-19 Annual
Statistical Release.
https.//dataportal.orrgov.
uk/media/1548/rail-finance-
statistical-release-2018-19.pdf

https.//www.hse.gov.uk/
managing/theory/alarp3.ntm

Derailment of London to
Glasgow Pendolino train
at Grayrigg in Cumbria, 23
February 2007

Foresight review of the future of
regulatory systems: Regulating
in a disruptive world. Lloyd’s
Register Foundation, Report
Series: N0.20211, March 2021

Note: Organisations, roles and
responsibilities have changed
significantly, and several times,
since the 1990s.

Leading health and safety at
work - Actions for directors,
board members, business
owners and organisations of all
sizes. INDG417(revl), HSE June
2013, www.hse.gov.uk/pubns/

indg417htm.

Business re-engineering

and health and safety
management. HMSO 1996, ISBN
0 7176 1302 X

Safer complex systems, an
Initial Framework, op cit, 2020.

Balkanise - (1) to divide a
territory into small warring
states (2) to divide a group or
organisation into small factions.
Collins English Dictionary.

The Independent Review

of Building Regulations and

Fire Safety https.//www.gov.
uk/government/collections/
independent-review-of-building-

reqgulations-and-fire-safety-
hackitt-review

In contract, joint and several
liability arises when two or
more persons jointly promise

in the same contract to do the
same thing, but also separately
promise to do the same thing.

18.

19.

20.

21.

22.

23.

24.

If any of the parties drops out,
the others have a responsibility
to ensure the contract is
completed.

James Reason, Human error:
models and management, BMJ
18/03/2000 pp 768-770 (and
several other journals)

nerd, UK slang, a boring or
unpopular person, especially
one obsessed by something
specified: a computer nerd.
Collins English Dictionary, 2005.

https.//www.theguardian.com/
law/2018/0ct/27/cps-alison-
saunders-justice-system-
cannot-cope-resources

Sidney Dekker, Drift into

Failure - from hunting broken
components to understanding
complex systems, Ashgate, 20T],
ISBN 978-1-4094-2222-8

At the time, electrical
connections at 25 kV between
vehicles were said to be
prohibited (although no-one
could identify a definitive
document). Apparently, this
was due to an incident on
London Underground in the
1960s when a train with a

600 V busline came to rest
across the boundary between
different electrical sections, one
of which was isolated, which
caused a fire. The situation on
the mainline ac network was
completely different but the
ruling resulted in the Advanced
Passenger Train ATP-P having
its power cars in the centre

of the train - a bizarre train
formation - and the single
power car on the IC225. A
more rational approach was
subsequently allowed so the
Channel Tunnel Eurostar, the
West Coast Pendolino and
many subsequent trains have
high-voltage train lines.

R. J. Kemp & G. R. West, British
Rail Class 91 locomotives, GEC
Review Volume 4, No 3, 1988

A F Bower & K L Johnson, Plastic
flow and shakedown of the rail

80


https://dataportal.orr.gov.uk/media/1548/rail-finance-statistical-release-2018-19.pdf
https://dataportal.orr.gov.uk/media/1548/rail-finance-statistical-release-2018-19.pdf
https://dataportal.orr.gov.uk/media/1548/rail-finance-statistical-release-2018-19.pdf
https://www.hse.gov.uk/managing/theory/alarp3.htm
https://www.hse.gov.uk/managing/theory/alarp3.htm
https://www.hse.gov.uk/pubns/indg417.htm
https://www.hse.gov.uk/pubns/indg417.htm
https://www.gov.uk/government/collections/independent-review-of-building-regulations-and-fire-safety-hackitt-review
https://www.gov.uk/government/collections/independent-review-of-building-regulations-and-fire-safety-hackitt-review
https://www.gov.uk/government/collections/independent-review-of-building-regulations-and-fire-safety-hackitt-review
https://www.gov.uk/government/collections/independent-review-of-building-regulations-and-fire-safety-hackitt-review
https://www.gov.uk/government/collections/independent-review-of-building-regulations-and-fire-safety-hackitt-review
https://www.theguardian.com/law/2018/oct/27/cps-alison-saunders-justice-system-cannot-cope-resources
https://www.theguardian.com/law/2018/oct/27/cps-alison-saunders-justice-system-cannot-cope-resources
https://www.theguardian.com/law/2018/oct/27/cps-alison-saunders-justice-system-cannot-cope-resources
https://www.theguardian.com/law/2018/oct/27/cps-alison-saunders-justice-system-cannot-cope-resources

Safer Complex Systems
Case Studies

surface in repeated wheel-rail
contact, Wear 144 (1991) pages 1
to 18, Elsevier.

25. Data from various sources,
including Arup TCCI report, Jan
2001

26. So-called because the cylinders
were arranged in a triangular
formation, like the Greek letter
Delta.

27. Sidney Dekker, Drift into
Failure - from hunting broken
components to understanding
complex systems, Ashgate, 207,
ISBN 978-1-4094-2222-8.

Conflict of interest statement

Roger Kemp was Engineering
Director of GEC Transportation
Projects Ltd during the time that
the Class 91locomotive (the motive
power of the IC225) was designed,
built and commissioned. Following
the acquisition of GEC Power
Engineering and Metropolitan
Cammell (the builder of the Mk4
coaches also involved in the crash)
by the French company Alstom, he
spent some time in Paris, first as
systems Engineering Director and,
subsequently, as Project Director

for the Eurostar trains. At the time

of the Hatfield crash, he was UK
Technical and Safety Director for
Alstom Transport and, subsequently,
represented UK vehicle builders on
the (short-lived) Wheel-Rail Interface
System Authority (WRISA). From
2003 to 2020, he was a Professorial
Fellow in the Engineering
Department of Lancaster University.

Acknowledgements

This was work supported by
the Safer Complex Systems
mission of Engineering X, an
international collaboration
founded by the Royal Academy
of Engineering (the Academy)
and Lloyd’s Register Foundation
(LRF). The opinions expressed

in this publication are those

of the author(s) and do not
necessarily reflect the views of
the Academy or LRF

Affiliations

Prof Roger Kemp MBE FRENng,
Emeritus Professor, School

of Engineering, Lancaster
University

81



Safer Complex Systems
Case Studies

A systems approach to reducing train accident risk
By Brian Tomlinson

Executive summary: This case study explains the systems approach
taken by Network Rail to achieve a reduction in train accident risk over
a five-year period. It identifies the most effective safety risk reduction
options using a combination of qualitative and quantitative techniques,
shows how data-driven analysis can be used to identify key failure
modes and causes, and establishes key performance indicators to
monitor safety risk reduction activities.

Tags: railway, train accident,
transportation, complex system,
failure modes, key performance
indicators, passenger and
freight networks, safety, risk
reduction, United Kingdom

Section 1: Background and
introduction

Railways across the world
transport large numbers of
passengers and quantities

of freight over extensive
geographic networks. With trains
operating at high speeds and
having significant mass, any
accident can have catastrophic
conseqguences. Over many
years, both transformational and
incremental steps have been
taken to introduce improved
safety measures on railways.
While rail is now acknowledged
to be one of the safest forms of
transport, the potential risk of

a train accident remains ever
present.

A railway is a complex safety
critical system comprising many
sub-systems, such as trains,
track, structures, earthworks,
signalling, electrification and level
crossings. As with most complex
systems, there are many internal
and external interdependencies
that can affect system
performance. Examples of
external factors that can impact
railways include the weather/

temperature and outside parties,
such as road vehicle users and
adjacent landowners.

The overall safety of the railway

as a system is dependent on

the infrastructure manager, train
operators and station operators: (a)
having a detailed understanding

of risk; (b) identifying and
implementing effective controls; (c)
monitoring their effectiveness, and
(d) implementing actions as part of
a continual improvement cycle. This
is illustrated in Figure 1.

This case study will explain in
practical terms the systems
approach taken by Network Rail,
the infrastructure manager for most
of the main line railways in Great
Britain, to achieve a significant
reduction in train accident risk

over a five-year period, known as
Control Period 5 (April 2014 to March
2019). This includes:

¢ The in-depth analysis undertaken
of the sub-system failure modes
and causal factors;

* The identification and analysis
of an extensive range of risk
reduction options; and

¢ Implementation of those
activities that would have the
most significant impact on
reducing risk within the funding
available.

This approach has contributed
to Britain’s railway being one the
safest in Europe.

Section 2: Analysis and
insights

Obtaining a deeper understanding
of risk

An accident involving the
derailment of a train or collision
with another train or object can
have very serious consequences,
potentially resulting in multiple
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fatalities and injuries and/or the
release of dangerous goods

being transported. There are many
precursor events that could result
in a train accident. Within the rail
industry, the extent of these are
known and include events such
as Signals Passed At Danger
(SPADs), broken rails and objects
on the line. Figure 2 shows the
nine mMain precursor event groups
that comprise train accident risk.
It also expands upon one of these
groups, the track system, to provide

examples of potential failure modes.

As well as the immediate cause,
accidents often have several
causal and contributory factors.
Through the thorough application of
accident investigation techniques,
a deeper understanding of these
factors can be obtained. This can
be further used to identify common
themes and improve the overall
understanding of the risks and the
implementation/effectiveness of
their controls.

At the end of Control Period 4
(March 2014), Network Rail already

Figure 1. Fundamental principles of Network Rail’s Health & Safety
Management System.

had an existing portfolio of ongoing
workstreams aimed at reducing
train accident risk, such as the
introduction of new technology and
actions to address investigation
recommendations. As part of the
overall planning process for Control
Period 5, the question arose as to
which workstreams, either existing
or newly proposed, would have the
greatest impact on reducing train
accident risk within the funding
available.

In 2013 and 2014 a series of ‘Deep
Dive’ risk reviews were undertaken
by Network Rail, in relation to each
of the train accident risk categories,
to review the strategies, policies,
initiatives, risk exposure, targets
and performance; and to develop
corresponding improvement

plans. In particular, the ‘Deep

Dive’ reviews undertook extensive
analysis of data from a wide
variety of data sources to identify
trends and correlations of failure/
event data with attributes such as
year/month/day/time, weather/
temperature, detection method and
asset type/location. The outputs

of this analysis were combined
with industry risk model data
provided by RSSB (a not-for-profit
company owned by major industry
stakeholders whose core purpose
is to actively help the industry work
together to drive improvements in
the GB rail system) and intelligence
from assurance activities and
investigation findings to obtain

a much deeper understanding

of risk associated with each of

the precursor events to a train
accident. Figure 3 provides two
example outputs from the ‘Deep
Dive’ analysis undertaken at the
time.

Within each ‘Deep Dive’ risk
review a high-level narrative
PESTLE (Political, Economic,
Sociocultural, Technological, Legal
and Environmental) analysis was
undertaken to obtain a greater
understanding of the potential
impact on risk due to both internal
and external factors. An overall
summary of this is provided in
Appendix 1. Examples of external
factors that can impact safety
include changes in the economy;,
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Figure 2. Trend in train accident main precursor event groups (2010 to 2015)
and examples of track system failure modes.

funding allocation, security

threat level, government, industry
structure, new technology, climate
change and external risks from
other inter-dependent complex
systems, such as electricity
generation and supply.

Identification and evaluation of
risk reduction options

Within railway systems, 